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Abstract. In this work, we consider the chiral nonlinear Schrödinger equation in (2 + 1)-
dimensions, which describes the envelope of amplitude in many physical media. We employ the
Lie symmetry analysis method to study the vector field and the optimal system of the equation.
The similarity reductions are analyzed by considering the optimal system. Furthermore, we find the
power series solution of the equation with convergence analysis. Based on a new conservation law,
we construct the conservation laws of the equation by using the resulting symmetries.
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1 Introduction

The nonlinear Schrödinger equation, which plays a very important role in nonlinear evo-
lution equations (NLEEs), has been fully applied in many phenomena, such as fluid
dynamics, nonlinear fiber, molecular biology, quantum mechanics, deep water modeling,
etc. [9, 10, 30]. Up to now, finding for the exact solution of NLEEs still plays a very
important role in the study dynamics of nonlinear phenomena. In the last few decades,
the exact solutions of NLEEs have been extensively studied. The main methods used
are Darboux transformation, the inverse scattering method, Hirota bilinear method, Lie
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symmetry group method [1, 4, 11, 19, 23, 26]. Among them, the Lie symmetry group
method can simultaneously obtain the symmetry, exact solutions and conservation laws
of NLEEs through some effective calculations [3, 7, 12, 16, 29, 38–45, 49].

In the past few decades, the conservation laws has played an increasingly important
role in the research of NLEEs. At the same time, various methods for solving conser-
vation law of the NLEE are also produced, such as Noether’s theorem, characteristic
method, variational approach, conservation theorem [5, 8, 15, 24, 25, 48, 50], etc. The
famous Noether’s theorem establishes the connection between symmetries of NLEEs and
conservation laws. But the disadvantage of the Noether’s theorem is that it is not suitable
for solving NLEE without Lagrangian. In order to solve this NLEE without Lagrangian,
Ibragimov entered a new method for solving the conservation law in 2007. This new
method relies on the notion of Lie symmetry generators, the adjoint equation and formal
Lagrangians of NLEEs. Therefore, this new conservation law will also play an important
role in solving the conservation laws of NLEEs.

In this work, we mainly study the chiral nonlinear Schrödinger (NLS) equation in
(2 + 1)-dimensions

iqt + a(qxx + qyy) + i
[
b1(qq

∗
x − q∗qx) + b2(qq

∗
y − q∗qy)

]
q = 0, (1)

where q = q(x, y, t), a means the coefficient of dispersion term, and b1, b2 are the
coefficients of nonlinear coupling terms. In [6], the bright and dark soliton solution of the
chiral NLS equation in (2 + 1)-dimensions (1) is obtained using the constant coefficient
method. In [14], the singular periodic solution of the chiral NLS equation in (2 + 1)-
dimensions (1) is obtained by using the trial solution method. As we all know, the Lie
symmetry and conservation laws of equation (1) have not been studied. Therefore, in this
work, we will mainly study the Lie symmetry and conservation laws of equation (1).

The rest of the paper is structured as follows. In Section 2, we first transform equa-
tion (1) into a form of equations, and then vector field and optimal system are constructed
by using the Lie symmetry analysis method. In Section 3, the symmetry reductions of
equation (1) is obtained by using the optimal system. In Section 4, we obtain the power
series solution of the system by using the power series method. In Section 5, the conser-
vation law of the equation is obtained by the new conservation law. In Section 6, we give
some summaries and discussions.

2 Lie symmetries analysis

In this section, Lie symmetry analysis will be performed on the chiral NLS equation in
(2+ 1)-dimensions (1). Firstly, we consider the complex-valued function q(x, y, t) in the
following form:

q(x, y, t) = u(x, y, t) + iv(x, y, t), (2)

where u(x, y, t) and v(x, y, t) are real-valued functions, and q∗ represents the conjugate
of q. Substituting equation (2) into equation (1) and equating the real and imaginary parts,
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we can obtain

ut + a(vxx + vyy) + 2b1
(
uvvx − v2ux

)
+ 2b2(uvvy − v2uy) = 0,

−vt + a(uxx + uyy) + 2b1
(
u2vx − uvux

)
+ 2b2

(
u2vy − uvuy

)
= 0.

(3)

To construct the point symmetry of equation (1), we first introduce a Lie group with
a one-parameter Lie transformation group

x→ x+ εξ1(x, y, t, u, v) +O
(
ε2
)
,

y → y + εξ2(x, y, t, u, v) +O
(
ε2
)
,

t→ t+ εξ3(x, y, t, u, v) +O
(
ε2
)
,

u→ u+ εη1(x, y, t, u, v) +O
(
ε2
)
,

v → v + εη2(x, y, t, u, v) +O
(
ε2
)
,

where ε � 1 means a group parameter, and ξ1, ξ2, ξ3, η1 and η2 are the infinitesimal
generators. The vector field corresponding to the above group of transformation as

V = ξ1(x, y, t, u, v)
∂

∂x
+ ξ2(x, y, t, u, v)

∂

∂y
+ ξ3(x, y, t, u, v)

∂

∂t

+ η1(x, y, t, u, v)
∂

∂u
+ η2(x, y, t, u, v)

∂

∂v
, (4)

where ξ1(x, y, t, u, v), ξ2(x, y, t, u, v), ξ3(x, y, t, u, v), η1(x, y, t, u, v) and η2(x, y, t,
u, v) are functions of coefficient to be determined. For system (3), pr2 will be the second
prolongation, then its invariance condition is

pr2 V (∆1)
∣∣
∆1=0

= 0, pr2 V (∆2)
∣∣
∆2=0

= 0, (5)

where

∆1 = ut + a(vxx + vyy) + 2b1
(
uvvx − v2ux

)
+ 2b2

(
uvvy − v2uy

)
,

∆2 = −vt + a(uxx + uyy) + 2b1
(
u2vx − uvux

)
+ 2b2

(
u2vy − uvuy

)
.

On the basis of Lie’s theory, the second prolongation of equation (4) can be written as

pr2 V = η1
∂

∂u
+ η2

∂

∂v
+ η1t

∂

∂ut
+ η1x

∂

∂ux
+ η1y

∂

∂uy

+ η2x
∂

∂vx
+ η2y

∂

∂vy
+ η2xx

∂

∂vxx
+ η2yy

∂

∂vyy
,

pr2 V = η1
∂

∂u
+ η2

∂

∂v
+ η2t

∂

∂vt
+ η1x

∂

∂ux
+ η1y

∂

∂uy

+ η2x
∂

∂vx
+ η2y

∂

∂vy
+ η1xx

∂

∂uxx
+ η1yy

∂

∂uyy
,
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where the coefficient functions are shown as
η1x = Dx

(
η1 − ξ1ux − ξ2uy − ξ3ut

)
+ ξ1uxx + ξ2uxy + ξ3uxt,

η1y = Dy

(
η1 − ξ1ux − ξ2uy − ξ3ut

)
+ ξ1uxy + ξ2uyy + ξ3uyt,

η1t = Dt

(
η1 − ξ1ux − ξ2uy − ξ3ut

)
+ ξ1uxt + ξ2uyt + ξ3utt,

η2x = Dx

(
η1 − ξ1vx − ξ2vy − ξ3vt

)
+ ξ1vxx + ξ2vxy + ξ3vxt,

η2y = Dy

(
η1 − ξ1vx − ξ2vy − ξ3vt

)
+ ξ1vxy + ξ2vyy + ξ3vyt,

η2t = Dt

(
η1 − ξ1vx − ξ2vy − ξ3vt

)
+ ξ1vxt + ξ2vyt + ξ3vtt,

η1xx = Dxx

(
η1 − ξ1ux − ξ2uy − ξ3ut

)
+ ξ1uxxx + ξ2uxxy + ξ3uxxt,

η1yy = Dyy

(
η1 − ξ1ux − ξ2uy − ξ3ut

)
+ ξ1uxyy + ξ2uyyy + ξ3uyyt,

η2xx = Dxx

(
η1 − ξ1vx − ξ2vy − ξ3vt

)
+ ξ1vxxx + ξ2vxxy + ξ3vxxt,

η2yy = Dyy

(
η1 − ξ1vx − ξ2vy − ξ3vt

)
+ ξ1vxyy + ξ2vyyy + ξ3vyyt.

(6)

Combining (5) and (6), we can get an equivalent condition of (5) as

(2b1vvx + 2b2vvy)η
1 + (2b1uvx − 4b1vux + 2b2uvy − 4b2vuy)η

2 + η1t

− 2b1v
2η1x − 2b2v

2η1y + 2b1uvη
2x + 2b2uvη

2y + aη2xx + aη2yy = 0,

(4b1uvx − 2b1vux + 4b2uvy − 2b2vuy)η
1 + (−2b1uux − 2b2uuy)η

2 − η2t

− 2b1uvη
1x − 2b2uvη

1y + 2b1u
2η2x + 2b2u

2η2y + aη1xx + aη1yy = 0.

(7)

Substituting (6) into (7) and then simplifying, we can get the determining equations of
system (3) as

ξ3tt = 0, ξ3u = 0, ξ3v = 0, ξ3x = 0, ξ3y =
1

2
ξ1t ,

ξ2y = 0, ξ2u = 0, ξ2v = 0, ξ2x =
1

2
ξ1t , ξ2t = −b2

b1
ξ3t ,

ξ1u = 0 ξ1v = 0, ξ1x = 0, ξ1y = 0, ξ1tt = 0,

η1t = 0, η1x =
b2vξ

3
t

2ab1
, η1y = −vξ

3
t

2a
, η1u = −1

4
ξ1t ,

η1v =
ξ1t u+ 4η1

4v
, η2 =

1

4v

(
−ξ1t u2 − ξ1t v2 − 4η1u

)
.

Then we can obtain a very important theorem through further calculations as follows.

Theorem 1. The Lie algebra of infinitesimal symmetry of equation (1) are spanned by the
following six linear independent operators:

V1 =
∂

∂t
, V2 =

∂

∂x
, V3 =

∂

∂y
, V4 = v

∂

∂u
− u ∂

∂v
,

V5 =
1

2
x
∂

∂x
+

1

2
y
∂

∂y
+ t

∂

∂t
− 1

4
u
∂

∂u
− 1

4
v
∂

∂v
,

V6 = t
∂

∂x
− b1t

b2

∂

∂y
+
v(b1y − b2x)

2ab2

∂

∂u
− u(b1y − b2x)

2ab2

∂

∂v
.

(8)
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Table 1. Lie bracket of system (3).

Lie V1 V2 V3 V4 V5 V6

V1 0 0 0 0 V1 V2 − b1
b2

V3

V2 0 0 0 0 1
2
V2 − 1

2a
V4

V3 0 0 0 0 1
2
V3

b1
2ab2

V4

V4 0 0 0 0 0 0
V5 −V1 − 1

2
V2 − 1

2
V3 0 0 1

2
V6

V6
b1
b2

V3 − V2
1
2a

V4 − b1
2ab2

V4 0 − 1
2
V6 0

Based on the commutator operator [Vk, Vj ] = VkVj − VjVk, we can get the commutator
table of system (3) (see Table 1).

Based on the commutator relations in Table 1, we want to get the adjoint representa-
tions of the vector fields by using the following Lie series:

Ad
(
exp(εVk)

)
Vj = Vj − ε

[
Vk, Vj

]
+

1

2
ε
[
Vk, [Vk, Vj ]

]
− · · · .

Then we have

Ad
(
exp(εVk)

)
Vk = 0, k = 1, 2, 3, 4, 5, 6, Ad

(
exp(εV1)

)
V2 = V2,

Ad
(
exp(εV1)

)
V3 = V3, Ad

(
exp(εV1)

)
V4 = V4, Ad

(
exp(εV2)

)
V1 = V1,

Ad
(
exp(εV2)

)
V3 = V3, Ad

(
exp(εV2)

)
V4 = V4, Ad

(
exp(εV3)

)
V2 = V2,

Ad
(
exp(εV3)

)
V1 = V1, Ad

(
exp(εV4)

)
V6 = V6, Ad

(
exp(εV3)

)
V4 = V4,

Ad
(
exp(εV4)

)
V1 = V1, Ad

(
exp(εV4)

)
V2 = V2, Ad

(
exp(εV4)

)
V3 = V3,

Ad
(
exp(εV4)

)
V5 = V5, Ad

(
exp(εV5)

)
V4 = V4, Ad

(
exp(εV6)

)
V4 = V4,

Ad
(
exp(εV1)

)
V6 = V6 − ε

(
V2 −

b1
b2
V3

)
, Ad

(
exp(εV1)

)
V5 = V5 − εV1,

Ad
(
exp(εV6)

)
V5 = V5 −

b1
2
εV6, Ad

(
exp(εV6)

)
V1 = V1 + ε

(
V2 −

b1
b2
V3

)
,

Ad
(
exp(εV3)

)
V5 = V5 −

1

2
εV3, Ad

(
exp(εV3)

)
V6 = V6 −

b1
2ab2

εV4,

Ad
(
exp(εV2)

)
V6 = V6 +

1

2a
εV4, Ad

(
exp(εV2)

)
V5 = V5 −

1

2
εV2,

Ad
(
exp(εV5)

)
V2 =

(
1 +

1

2
ε

)
V2, Ad

(
exp(εV5)

)
V1 = (1− ε)V1,

Ad
(
exp(εV5)

)
V3 =

(
1 +

1

2
ε

)
V3, Ad

(
exp(εV5)

)
V6 = (1− 1

2
ε)V6,

Ad
(
exp(εV6)

)
V3 = V3 +

b1
2ab2

εV4, Ad
(
exp(εV6)

)
V2 = V2 −

1

2a
εV4.
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Therefore, we can get the optimal system of (3) according to the adjoint representation
of the vector field (8), then have get V1, V2, V3, V1 + hV2, V1 + hV3, V2 + hV3, V5 −
yV3/2− tV1, V5 − xV2/2− tV1, where h is arbitrary constant.

3 Symmetry reductions

In the previous section, we mainly obtained the vector field and the optimal system of
equation (1). Therefore, in this section, we will mainly do the symmetry reduction of
these optimal systems.

3.1 The generator V1V1V1

For the generator V1, we can get
u(x, y, t) = F (ξ), v(x, y, t) = G(τ), (9)

where ξ = x and τ = y. Inserting (9) into (3), we can get system (3) of ordinary
differential equations (ODEs) in which F and G satisfy

aG′′ − 2b1G
2F ′ + 2b2FGG

′ = 0,

aF ′′ − 2b1FGF
′ + 2b2F

2G′ = 0.
(10)

3.2 The generator V2V2V2

For the generator V2, we can obtain

u(x, y, t) = F (ξ), v(x, y, t) = G(τ), (11)

where ξ = y and τ = t. Inserting (11) into (3), we can get system (3) of ODEs in which
F and G satisfy

− 2b2G
2F ′ = 0, −G′ + aF ′′ − 2b2FGF

′ = 0, (12)

where F ′ = dF/dξ, F ′′ = d2F/dξ2 and G′ = dG/dτ . Solving system (12), we can get
F (ξ) = c1, G(τ) = c2 or F (ξ) = c1ξ + c2, G(τ) = 0. Therefore, we get the solution of
equation (1) as

q(x, y, t) = c1 + ic2 or q(x, y, t) = c1y + c2,

where c1 and c2 are arbitrary functions.

3.3 The generator V3V3V3

For the generator V3, we can obtain

u(x, y, t) = F (ξ), v(x, y, t) = G(τ), (13)

where ξ = x and τ = t. Inserting (13) into (3), we can get system (3) of ODEs in which
F and G satisfy

− 2b1G
2F ′ = 0, −G′ + aF ′′ − 2b1FGF

′ = 0, (14)
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where F ′ = dF/dξ, F ′′ = d2F/dξ2 and G′ = dG/dτ . Solving system (14), we can get
F (ξ) = c1, G(τ) = c2 or F (ξ) = c1ξ + c2, G(τ) = 0. Therefore, we get the solution of
equation (1) as

q(x, y, t) = c1 + ic2 or q(x, y, t) = c1y + c2,

where c1 and c2 are arbitrary functions.

3.4 The generator V1 + hV2V1 + hV2V1 + hV2

For the generator V1 + hV2, we can get

u(x, y, t) = F (ξ), v(x, y, t) = G(τ), (15)

where ξ = y and τ = t− x/h. Inserting (15) into (3), we can get system (3) of ODEs in
which F and G satisfy

a

h2
G′′ − 2b1

h
FGG′ − 2b2G

2F ′ = 0,

−G′ + aF ′′ − 2b1
h
F 2G′ − 2b2FGF

′ = 0.

3.5 The generator V1 + hV3V1 + hV3V1 + hV3

For the generator V1 + hV3, we can get

u(x, y, t) = F (ξ), v(x, y, t) = G(τ), (16)

where ξ = x and τ = t− y/h. Inserting (16) into (3), we can get system (3) of ODEs in
which F and G satisfy

a

h2
G′′ − 2b1G

2F ′ − 2b2
h
FGG′ = 0,

−G′ + aF ′′ − 2b1FGF
′ − 2b2

h
F 2G′ = 0.

3.6 The generator V2 + hV3V2 + hV3V2 + hV3

For the generator V2 + hV3, we can get

u(x, y, t) = F (ξ), v(x, y, t) = G(τ), (17)

where ξ = −hx+ y and τ = t. Inserting (17) into (3), we can get system (3) of ODEs in
which F and G satisfy

2b1hG
2F ′ − 2b2G

2F ′ = 0,

−G′ + ah2F ′′ + aF ′′ + 2b1hFGF
′ − 2b2FGF

′ = 0.
(18)
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where F ′ = dF/dξ, F ′′ = d2F/dξ2 and G′ = dG/dτ . Solving system (18), we can get
F (ξ) = c1ξ + c2, G(τ) = 0 or F (ξ) = c1, G(τ) = c2. Therefore, we get the solution of
equation (1) as

q(x, y, t) = c1(hx+ y) + c2 or q(x, y, t) = c1 + ic2,

where c1 and c2 are arbitrary functions.

3.7 The generator V5 − yV3/2− tV1V5 − yV3/2− tV1V5 − yV3/2− tV1
For the generator V5 − (1/2)yV3 − tV1, we can obtain

u(x, y, t) =
F (ξ)

x1/2
, v(x, y, t) =

G(τ)

x1/2
, (19)

where ξ = y and τ = t. Inserting (19) into (3), we can get system (3) of ODEs in which
F and G satisfy

3

4
ax−1 − 2b2GF

′ = 0,

−G′ + 3

4
ax−2F + aF ′′ − 2b2x

−1FGF ′ = 0,

(20)

where F ′ = dF/dξ, F ′′ = d2F/dξ2 and G′ = dG/dτ . Solving system (20), we can get
F (ξ) = c1ξ+ c2, G(τ) = 3a/(8b2c1x). Therefore, we get the solution of equation (1) as

q(x, y, t) =
c1y + c2
x1/2

+
3ia

8b2c1x3/2
, (21)

where c1 and c2 are arbitrary functions.

3.8 The generator V5 − xV2/2− tV1V5 − xV2/2− tV1V5 − xV2/2− tV1
For the generator V5 − (1/2)xV2 − tV1, we can obtain

u(x, y, t) =
F (ξ)

y1/2
, v(x, y, t) =

G(τ)

y1/2
, (22)

where ξ = x and τ = t. Inserting (22) into (3), we can get system (3) of ODEs in which
F and G satisfy

3

4
ay−1 − 2b1GF

′ = 0,

−G′ + 3

4
ay−2F + aF ′′ − 2b1y

−1FGF ′ = 0,

where F ′ = dF/dξ, F ′′ = d2F/dξ2 and G′ = dG/dτ . Solving system (20), we can get
F (ξ) = c1ξ+ c2, G(τ) = 3a/(8b1c1y). Therefore, we get the solution of equation (1) as

q(x, y, t) =
c1y + c2
y1/2

+
3ia

8b1c1y3/2
,

where c1 and c2 are arbitrary functions.
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4 The power series solutions

Based on the symbolic calculation methods [13,17,18,22,27,28,31–37,46,47], we study
the analytical solution of ODE by through the power series method. When we get the
analytical solution of ODE, we can easily obtain the power series solutions of the original
partial differential equation.

According to (10), we can get

aG′′ − 2b1G
2F ′ + 2b2FGG

′ = 0,

aF ′′ − 2b1FGF
′ + 2b2F

2G′ = 0.
(23)

Below we will use the following hypothetical form to calculate the solution of (23)

F (ξ) =

∞∑
n=0

Pnξ
n, G(τ) =

∞∑
n=0

Qnτ
n, (24)

where the coefficients Pn and Qn (n = 0, 1, . . . ) are all constants.
Inserting (24) into (23) yields

a

∞∑
n=0

(n+ 1)(n+ 2)Qn+2τ
n − 2b1

( ∞∑
n=0

Qnτ
n

)2 ∞∑
n=0

(n+ 1)Pn+1ξ
n

+ 2b2

∞∑
n=0

Qnτ
n
∞∑
n=0

Pnξ
n
∞∑
n=0

(n+ 1)Qn+1τ
n = 0,

a

∞∑
n=0

(n+ 1)(n+ 2)Pn+2ξ
n − 2b1

∞∑
n=0

Qnτ
n
∞∑
n=0

Pnξ
n
∞∑
n=0

(n+ 1)Pn+1ξ
n

+ 2b2

( ∞∑
n=0

Pnξ
n

)2 ∞∑
n=0

(n+ 1)Qn+1τ
n = 0.

When n = 0, we compare coefficients of ξ to get

Q2 =
1

a

(
b1Q

2
0P1 − b2Q0P0Q1

)
, P2 =

1

a

(
b1Q0P0P1 − b2P 2

0Q1

)
. (25)

Generally, when n > 1, we can obtain

Qn+2 =
MQ

a(n+ 1)(n+ 2)
, Pn+2 =

MP

a(n+ 1)(n+ 2)
(26)

with

MQ = 2b1

n∑
k=0

k∑
j=0

(n−k+1)QjQk−jPn−k+1

− 2b2

n∑
k=0

k∑
j=0

(n−k+1)QjPk−jQn−k+1,
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MP = 2b1

n∑
k=0

k∑
j=0

(n−k+1)QjPk−jPn−k+1

− 2b2

n∑
k=0

k∑
j=0

(n−k+1)PjPk−jQn−k+1].

Then we can get the following results:
when n = 1,

Q3 =
1

3a

(
2b1Q

2
0P2 + 2b1Q0Q1P1 − 2b2Q0P0Q2 − b2Q0P1Q1 − b2Q2

1P0

)
,

P3 =
1

3a

(
2b1Q0P0P2 + b1Q1P0P1 + b1Q0P

2
1 − 2b2P

2
0Q2 − 2b2P0P1Q1

)
,

when n = 2,

Q4 =
1

6a

(
3b1Q

2
0P3 + 4b1Q0Q1P2 + 2b1Q0Q2P1 + b1Q

2
1P1 − 3b2Q0Q3P0

− 2b2Q0P1Q2 − 3b2Q1P0Q2 − b2Q0P2Q1 − b2Q2
1P1

)
,

P4 =
1

6a

(
3b1Q0P0P3 + 3b1Q0P1P2 + 2b1Q1P0P2 + b1Q1P

2
1 + b1Q2P0P1

− 3b2P
2
0Q3 − 4b2P0P1Q2 − 2b2P0P2Q1 − b2P 2

1Q1

)
.

From the above derivation we can see that all the coefficients (Pn, Qn) in the power series
solution of (24) can be represented by a, b1, b2, Q0, Q1, P0, P1, where a, b1, b2, Q0, Q1,
P0, P1 are arbitrary constants. Besides, on the basis of [2, 21], we can also prove the
convergence of the coefficients determined by (25)–(26). Thus, we obtain that a power
series solution (24) is the power series solution of (23). Then a power series solution
of (24) can be rewritten into

F (ξ) = P0 + P1ξ +
1

a

(
b1Q0P0P1 − b2P 2

0Q1

)
ξ2

+
MP

a(n+ 1)(n+ 2)
ξn+2 +

1

3a

(
2b1Q0P0P2 + b1Q1P0P1

+ b1Q0P
2
1 − 2b2P

2
0Q2 − 2b2P0P1Q1

)
ξ3 + · · · ,

G(τ) = Q0 +Q1τ +
1

a

(
b1Q

2
0P1 − b2Q0P0Q1

)
τ2

+
MQ

a(n+ 1)(n+ 2)
τn+2 +

1

3a

(
2b1Q

2
0P2 + 2b1Q0Q1P1

− 2b2Q0P0Q2 − b2Q0P1Q1 − b2Q2
1P0

)
τ3 + · · · .
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Then the power series solution of equation (1) is

q(x, y, t) =

[
P0 + P1x+

1

a

(
b1Q0P0P1 − b2P 2

0Q1

)
x2

+
MP

a(n+ 1)(n+ 2)
xn+2 +

1

3a

(
2b1Q0P0P2 + b1Q1P0P1

+ b1Q0P
2
1 − 2b2P

2
0Q2 − 2b2P0P1Q1

)
x3 + · · ·

]
+ i

[
Q0 +Q1y +

1

a

(
b1Q

2
0P1 − b2Q0P0Q1

)
y2

+
MQ

a(n+ 1)(n+ 2)
yn+2 +

1

3a

(
2b1Q

2
0P2 + 2b1Q0Q1P1

− 2b2Q0P0Q2 − b2Q0P1Q1 − b2Q2
1P0

)
y3 + · · ·

]
,

where a, b1, b2, Q0, Q1, P0, P1 are arbitrary constants, and other coefficients determined
by (25)–(26).

Based on the previous detailed derivation, we can obtain the following theorem.

Theorem 2. The chiral NLS equation in (2 + 1)-dimensions (1) has the following power
series solution:

q(x, y, t) =

∞∑
n=0

Pnx
n + i

∞∑
n=0

Qny
n, (27)

where a, b1, b2, Q0, Q1, P0, P1 are arbitrary constants, and other coefficients determined
by (25)–(26).

Next, by choosing the appropriate parameters, we draw the graph of the power series
solution and thus illustrate its properties (see Figs. 1, 2).

(a) (b) (c)

Figure 1. The power series solution of (1) by choosing suitable parameters: (a) perspective view of the real part
of power series solutions (n = 4); (b) the overhead view of the solutions, (c) the wave propagation pattern of
the wave along the x-axis. Here a = 1, b1 = 1, b2 = 1, P0 = 1, P1 = 1, Q0 = 10, Q1 = 11. (Online
version in color.)
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(a) (b) (c)

Figure 2. The power series solution of (1) by choosing suitable parameters: (a) perspective view of the real part
of power series solutions (n = 5); (b) the overhead view of the solutions; (c) the wave propagation pattern of
the wave along the x-axis. Here a = 1, b1 = 1, b2 = 1, P0 = 1, P1 = 1, Q0 = 10, Q1 = 11. (Online
version in color.)

5 Conservation laws

In this section, if we want to derived the conservation law of equation (1), it is necessary to
first find the conservation law of system (3). Therefore, we will use Lie point symmetry (8)
to construct the conservation law of system (3).

A vector C = (Ct, Cx, Cy) is called a conserved vector for equation (1) if it satisfy
the following conservation equations:

Dt

(
Ct
)
+Dx

(
Cx
)
+Dy

(
Cy
)
= 0.

In [20], Ibragimov proposes a new conservation theorem, that is, constructing a conser-
vation law without a Lagrangian quantity in a differential equation. Then on the basis
of [20], the Lagrangian of system (3) can be written as follows:

L = φ(x, y, t)
[
−vt + a(uxx+uyy) + 2b1

(
u2vx−uvux

)
+ 2b2

(
u2vy−uvuy

)]
+ ψ(x, y, t)

[
ut + a(vxx+vyy) + 2b1

(
uvvx−v2ux

)
+ 2b2

(
uvvy−v2uy

)]
. (28)

where φ(x, y, t) and ψ(x, y, t) are two new dependent variables. The adjoint equations of
system (3) can be written as following form:

F ∗ =
δL

δu
= 0, G∗ =

δL

δv
= 0 (29)

with

δL

δu
=
∂L

∂u
−Dt

∂L

∂ut
−Dx

∂L

∂ux
−Dy

∂L

∂uy
+D2

x

∂L

∂uxx
+D2

y

∂L

∂uyy
,

δL

δv
=
∂L

∂v
−Dt

∂L

∂vt
−Dx

∂L

∂vx
−Dy

∂L

∂vy
+D2

x

∂L

∂vxx
+D2

y

∂L

∂vyy
.
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Combining with (28) and adjoint equations (29), we can obtain

F ∗ = 6b1uvxφ+ 6b2uvyφ+ 6b1vvxψ + 6b2vvyψ + 2b1uvφx + 2b1v
2ψx

+ 2b2uvφy + 2b2v
2ψy − ψt + aφxx + aφyy,

G∗ = −6b1uuxφ− 6b2uuyφ− 6b1vuxψ − 6b2vuyψ − 2b1uvψx − 2b1u
2φx

− 2b2uvψy − 2b2u
2φy + φt + aψxx + aψyy.

(30)

In the above system (30), if we substitute v instead of φ and u instead of −ψ, we can get
system (3). In [20], we know that the conservation vector C = (C1, C2, C3, . . . ) has the
following form:

Cn = ξnL+Wα

[
∂L

∂uαn
−Dj

(
∂L

∂uαnj

)
+DjDk

(
∂L

∂uαnjk

)
− · · ·

]
+Dj

(
Wα

)[ ∂L

∂uαnj
−Dk

(
∂L

∂uαnjk

)
+ · · ·

]
+DjDk

(
Wα

)[ ∂L

∂uαnjk
− · · ·

]
,

where Wα = ηα − ξjuαj (α = 1, 2, . . . ,m) are shown in [20].
Using the above formula, we can further write about the conservation vector of (28)

as

Ct = ξtL+Wu ∂L

∂ut
+W v ∂L

∂vt
,

Cx = ξxL+Wu

(
∂L

∂ux
−Dx

∂L

∂uxx

)
+Dx

(
Wu

) ∂L
∂uxx

+W v

(
∂L

∂vx
−Dx

∂L

∂vxx

)
+Dx

(
W v
) ∂L
∂vxx

,

Cy = ξyL+Wu

(
∂L

∂uy
−Dy

∂L

∂uyy

)
+Dy

(
Wu

) ∂L
∂uyy

+W v

(
∂L

∂vy
−Dy

∂L

∂vyy

)
+Dy

(
W v
) ∂L
∂vyy

(31)

in which Wu and W v are the Lie characteristic functions.
In order to obtain the conservation vector of system (3), we can use the symmetry

generators V1, V2, V3, V4, V5 and V6 as an example to illustrate.
Case 1. For the generator V1 = ∂/∂t, we can get the following Lie characteristic

functions:
Wu = −ut, W v = −vt. (32)

Inserting (32) into (31), we can get the following conserved vector:

Ct1 = avuxx + avuyy − auvxx − auvyy,
Cx1 = autvx − avutx − avtux + auvtx,

Cy1 = autvy − avuty − auyvt + auvty.

(33)
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After calculation, we can find the following equation:

Dt

(
Ct1
)
+Dx

(
Cx1
)
+Dy

(
Cy1
)
= 0.

Thus, we know that (33) is a conservation law of system (3). Inserting u = (q + q∗)/2
and v = (q − q∗)/(2i) into (33), we can obtain conservation laws of equation (1) as

T t1 =
a

2i
(qq∗xx + qq∗yy − q∗qxx − q∗qyy),

T x1 =
a

2i
(qxq

∗
t + q∗qtx − qtq∗x − qq∗tx),

T y1 =
a

2i
(qyq

∗
t + q∗qty − qtq∗y − qq∗ty).

Case 2. For the generator V2 = ∂/∂x, we can get the following Lie characteristic
functions:

Wu = −ux, W v = −vx. (34)

Inserting (34) into (31), we can get the following conserved vector:

Ct2 = uux + vvx, Cx2 = −vvt − uut + avuyy − auvyy,
Cy2 = auxvy − avuxy − auyvx + auvxy.

(35)

After calculation, we can find the following equation:

Dt

(
Ct2
)
+Dx

(
Cx2
)
+Dy

(
Cy2
)
= 0.

Thus, we know that (35) is a conservation law of system (3). Inserting u = (q + q∗)/2
and v = (q − q∗)/(2i) into (35), we can obtain conservation laws of equation (1) as

T t2 =
1

2
(qq∗x + q∗qx), T x2 = −1

2
(qq∗t + q∗qt) +

a

2i
(qq∗yy − q∗qyy),

T y2 =
a

2i
(qyq

∗
x + q∗qxy − qxq∗y − qq∗xy).

Case 3. For the generator V3 = ∂/∂y, we can get the following Lie characteristic
functions:

Wu = −uy, W v = −vy. (36)

Inserting (36) into (31), we can get the following conserved vector:

Ct3 = uuy + vvy, Cx3 = auyvx − avuxy − auxvy + auvxy,

Cy3 = −vvt − uut + avuxx − auvxx.
(37)

After calculation, we can find the following equation:

Dt

(
Ct3
)
+Dx

(
Cx3
)
+Dy

(
Cy3
)
= 0.
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Thus, we know that (37) is a conservation law of system (3). Inserting u = (q + q∗)/2
and v = (q − q∗)/(2i) into (37), we can obtain conservation laws of equation (1) as

T t3 =
1

2
(qq∗y + q∗qy), T x3 =

a

2i
(qxq

∗
y + q∗qxy − qyq∗x − qq∗xy),

T y3 = −1

2
(qq∗t + q∗qt) +

a

2i
(qq∗xx − q∗qxx).

Case 4. For the generator V4 = v∂/∂u − u∂/∂v, we can get the following Lie
characteristic functions:

Wu = v, W v = −u. (38)

Inserting (38) into (31), we can get the conserved vector

Ct4 = 0, Cx4 = 0, Cy4 = 0. (39)

After calculation, we can find the following equation:

Dt

(
Ct4
)
+Dx

(
Cx4
)
+Dy

(
Cy4
)
= 0.

Thus, we know that (39) is a conservation law of system (3). Inserting u = (q + q∗)/2
and v = (q − q∗)/(2i) into (39), we can obtain conservation laws of equation (1) as

T t4 = 0, T x4 = 0, T y4 = 0.

Case 5. For the generator V5 = (1/2)x∂/∂x+(1/2)y∂/∂y+t∂/∂t−(1/4)u∂/∂u−
(1/4)v∂/∂v, we can get the following Lie characteristic functions:

Wu = −1

2
xux −

1

2
yuy − tut −

1

4
u, W v = −1

2
xvx −

1

2
yvy − tvt −

1

4
v. (40)

Inserting (40) into (31), we can get the following conserved vector:

Ct5 = atvuxx + atvuyy − atuvxx − atuvyy

+
1

4
u2 +

1

2
xuux +

1

2
yuuy +

1

4
v2 +

1

2
xvvx +

1

2
yvvy,

Cx5 = −1

2
xvvt −

1

2
xuut +

1

2
axvuyy −

1

2
axuvyy +

1

2
ayuyvy

+ atvxut − avux −
1

2
ayvuxy − atvuxt −

1

2
ayuxvy

− atuxvt + auvx +
1

2
ayuvxy + atuvxt,

Cy5 = −1

2
yvvt −

1

2
yuut +

1

2
ayvuxx −

1

2
ayuvxx +

1

2
axvyux

+ atvyut − avuy −
1

2
axvuxy − atvuty −

1

2
axuyvx

− atuyvt + auvy +
1

2
axuvxy + atuvty.

(41)

http://www.journals.vu.lt/nonlinear-analysis

http://www.journals.vu.lt/nonlinear-analysis


Lie symmetry analysis, conservation laws and analytical solutions 373

After calculation, we can find the following equation:

Dt

(
Ct5
)
+Dx

(
Cx5
)
+Dy

(
Cy5
)
= 0.

Thus, we know that (41) is a conservation law of system (3). Inserting u = (q + q∗)/2
and v = (q − q∗)/(2i) into (41), we can obtain conservation laws of equation (1) as

T t5 =
at

2i
(qq∗xx − q∗qxx + qq∗yy − q∗qyy)

+
1

4

[
x(qq∗x + q∗qx) + y(qq∗y + q∗qy) + qq∗

]
,

T x5 =
ax

4i
(qq∗yy − q∗qyy) +

ay

4i
(qxq

∗
y − qyq∗x + q∗qxy − qq∗xy)

+
at

2i
(qxq

∗
t − qtq∗x + q∗qxt − qq∗xt)−

x

4
(qq∗t + q∗qt) +

a

2i
(q∗qx − qq∗x),

T y5 =
ay

4i
(qq∗xx − q∗qxx) +

ax

4i
(qyq

∗
x − qxq∗y + q∗qxy − qq∗xy)

+
at

2i
(qyq

∗
t − qtq∗y + q∗qyt − qq∗yt)−

y

4
(qq∗t + q∗qt) +

a

2i
(q∗qy − qq∗y).

Case 6. For the generator t∂/∂x − (b1t/b2)∂/∂y + (v(b1y − b2x)/(2ab2))∂/∂u −
((u(b1y − b2x))/(2ab2)∂/∂v, we can get the following Lie characteristic functions:

Wu = −tux +
b1t

b2
uy +

v(b1y − b2x)
2ab2

,

W v = −tvx +
b1t

b2
vy −

u(b1y − b2x)
2ab2

.

(42)

Inserting (42) into (31), we can get the following conserved vector:

Ct6 = t(uux + vvx)−
b1t

b2
(uuy + vvy),

Cx6 = −t(vvt + uut) + at(vuyy − uvyy)−
1

2

(
u2 + v2

)
+
ab1t

b2
(uxvy − vxuy + uxyv − uvxy),

Cy6 =
b1t

b2
(vvt + uut) +

ab1t

b2
(uvxx − uxxv) +

b1
2b2

(
u2 + v2

)
+ at(uxvy − vxuy + vxyu− vuxy).

(43)

After calculation, we can find the following equation:

Dt

(
Ct6
)
+Dx

(
Cx6
)
+Dy

(
Cy6
)
= 0. (44)
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Thus, we know that (43) is a conservation law of system (3). Inserting u = (q + q∗)/2
and v = (q − q∗)/(2i) into (43), we can obtain conservation laws of equation (1) as

T t6 =
t

2
(qq∗x + q∗qx)−

b1t

2b2
(qq∗y + q∗qy),

T x6 = − t
2
(qq∗t + q∗qt) +

at

2i
(qq∗yy − q∗qyy)

− 1

2
qq∗ +

ab1t

2ib2
(qyq

∗
x − qxq∗y − q∗qxy + qq∗xy),

T y6 =
b1t

2b2
(qq∗t + q∗qt) +

ab1t

2ib2
(qq∗yy − q∗qyy)

+
b1
2b2

qq∗ +
at

2i
(qyq

∗
x − qxq∗y + q∗qxy − qq∗xy).

6 Conclusions and discussions

As we mentioned above, the bright and dark soliton solutions of the chiral NLS equa-
tion (1) have been obtained using the constant coefficient method in [6]. The singular
periodic solution of equation (1) has been obtained by using the trial solution method
in [14]. Compared with previous literatures [6, 14], we have obtained some new results,
such as vector field, optimal system, similarity reduction solutions, power series solu-
tions with convergence analysis, and conservation laws of equation (1). Firstly, we have
transformed the complex model (1) to the real system (3) by using the transformation
q(x, y, t) = u(x, y, t) + iv(x, y, t). Then, through the Lie symmetry analysis method,
we have constructed the optimal systems and symmetry reductions of system (3). In
addition, we have also obtained the power series solution of equation (1) by the power
series method. In Figs. 1, 2, when n = 4, 5, we have obtained a perspective view of
the real part of the power series solution and the wave propagation pattern of the wave
along the x-axis by selecting the appropriate parameter values. Subsequently, we have
obtained the conservation law related to the lie symmetry of equation (1) by using the new
conservation law method introduced by Ibragimov in [20]. The new results presented in
this work can be used to describe soliton dynamics in nuclear physics and other optical
experiments. Therefore, it is hoped that all the research results in this work can be used to
enrich the dynamic behavior of nonlinear Schrödinger-type equations in engineering and
mathematical physics.
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valuable comments and suggestions.
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