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Abstract. In this paper, we are concerned with the synchronization scheme for fractional-order bidirectional associative memory (BAM) neural networks, where both synaptic transmission delay and impulsive effect are considered. By constructing Lyapunov functional, sufficient conditions are established to ensure the Mittag–Leffler synchronization. Based on Pontryagin’s maximum principle with delay, time-dependent control gains are obtained, which minimize the accumulative errors within the limitation of actuator saturation during the Mittag–Leffler synchronization. Numerical simulations are carried out to illustrate the feasibility and effectiveness of theoretical results with the help of the modified predictor-corrector algorithm and the forward-backward sweep method.
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1 Introduction

Forward and backward information flow is introduced in neural networks to produce two-way associative search for stored stimulus-response associations. Above mentioned neural network is usually referred to as BAM neural network, which behaves as a two-layer hierarchy of symmetrically connected neurons [12]. In the past few decades, BAM neural networks as well as their various generalizations have attracted the attention of
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many researchers due to their potential applications in parallel computation, associative memory, nonlinear optimization problem and so on [29, 33]. BAM neural networks are originally proposed by Kosko [12], which are described by the following system:

\[
\begin{align*}
\frac{dx_i(t)}{dt} &= -c_i^{(1)} x_i(t) + \sum_{j=1}^{m} a_{ji}^{(1)} f_j(y_j(t)) + I_i^{(1)}, \quad i = 1, 2, \ldots, n, \\
\frac{dy_j(t)}{dt} &= -c_j^{(2)} y_j(t) + \sum_{i=1}^{n} a_{ij}^{(2)} g_i(x_i(t)) + I_j^{(2)}, \quad j = 1, 2, \ldots, m,
\end{align*}
\]

which consists of two layers \(U = \{x_1, x_2, \ldots, x_n\}\) and \(V = \{y_1, y_2, \ldots, y_m\}\). \(x_i(t)\) and \(y_j(t)\) denote the membrane voltages of \(i\)th neuron in the \(U\)-layer and the membrane voltages of \(j\)th neuron in the \(V\)-layer, respectively; \(c_i^{(1)}\) and \(c_j^{(2)}\) are the rates with which the \(i\)th or \(j\)th unit resets its potential to the resting state in isolation when disconnected from the network and external inputs; \(a_{ji}^{(1)}\) and \(a_{ij}^{(2)}\) are the connection weights through the neurons. On the \(U\)-layer, the neurons whose states are denoted by \(x_i(t)\) receive the inputs \(I_i^{(1)}\) and the inputs outputted by those neurons in the \(V\)-layer via activation functions \(f_j(\cdot)\), while on the \(V\)-layer, the neurons whose states are denoted by \(y_j(t)\) receive the inputs \(I_j^{(2)}\) and the inputs outputted by those neurons in the \(U\)-layer via activation functions \(g_i(\cdot)\).

In system (1), it is assumed that neurons respond synchronously to signals. Due to the finite speed of signal transmission and amplifiers switching, time delay inevitably exists in neural networks, which is known as synaptic transmission delay. Usually, time delay has a great influence on the dynamical behaviors and synchronization control of neural networks. For example, Hu et al. [10] investigated the global synchronization criteria for time-invariant uncertainty fractional-order neural networks, where the synchronization criteria include time delay information.

Besides, traditional neural networks are mainly established based on integer-order derivatives, which can be described by classical ordinary differential equations. In recent years, experimental research indicates that fractional-order derivatives provide an excellent tool for the description of memory and hereditary properties of various materials and processes [2, 18]. Generally speaking, plenty of practical objects can be described clearly by the fractional differential equations, due to their more degrees of freedom and infinite memory. Thus, the research of fractional neural networks has gained much attention and some valuable results have been referred to [17, 27].

The synchronization of dynamical systems corresponds to a dynamical process where the behavior of different dynamical systems tends to be consistent by coupling effect or external control [32]. There have been several works on synchronization problems with respect to the fractional-order neural networks via various control approaches such as impulsive control [35], linear feedback control [26], sliding model control [6], event-triggered control [22] and so on. Ye et al. [32] established sufficient conditions to ensure the global Mittag–Leffler synchronization based on the delayed-feedback control strategy. Ding et al. [9] studied the synchronization for a class of fractional-order BAM neural networks with time delays and discontinuous activation functions, where the state feedback
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and impulsive controllers are designed to ensure the Mittag–Leffler synchronization, respectively.

However, the control gains of various controllers in the above-mentioned researches are set as constants based on experience, which are not optimal. Furthermore, actuator saturation is one of the most important non-smooth input nonlinearities in the control system. In general, most of the practical network applications contain a huge number of actuators and their physical capacity is quite limited. It is difficult to deliver arbitrarily large signals through real actuators [23, 28], namely, the practical physical actuators can only generate bounded amplitude signals, where the control system will provide poor performance or even become unstable [24, 30]. Hence, during the Mittag–Leffler synchronization, it is of great practical significance to realize optimal synchronization control which minimizes the accumulative errors within the limitation of actuator saturation.

In this paper, we mainly focus on finding time-dependent control gains of optimal linear feedback controllers. In addition, the states of artificial neural networks are often subject to instantaneous perturbations and experience abrupt changes at certain instants, which may be caused by switching phenomenon, frequency change or other sudden noise, that exhibit impulsive effects. Thus, it is necessary to take the impulsive effects into account [13, 19]. To this end, we consider the following impulsive fractional-order BAM neural network with synaptic transmission delay:

\[
\begin{align*}
C_0^D_t x_i(t) &= -c_i^{(1)} x_i(t) + \sum_{j=1}^{m} a_{ji}^{(1)} f_j(y_j(t)) \\
&\quad + \sum_{j=1}^{m} b_{ji}^{(1)} f_j(y_j(t - \eta_{ji}(t))) + I_i^{(1)}, \quad t \neq t_k, \\
\Delta x_i(t) &= \gamma_k^{(1)}(x_i(t)), \quad t = t_k, \quad i = 1, 2, \ldots, n, \quad k = 1, 2, \ldots, \\
C_0^D_t y_j(t) &= -c_j^{(2)} y_j(t) + \sum_{i=1}^{n} a_{ij}^{(2)} g_i(x_i(t)) \\
&\quad + \sum_{i=1}^{n} b_{ij}^{(2)} g_i(x_i(t - \sigma_{ij}(t))) + I_j^{(2)}, \quad t \neq t_k, \\
\Delta y_j(t) &= \gamma_k^{(2)}(y_j(t)), \quad t = t_k, \quad j = 1, 2, \ldots, m, \quad k = 1, 2, \ldots .
\end{align*}
\]

\(C_0^D_t\) denotes Caputo-type fractional derivative of order \(q\) with \(0 < q < 1\); \(a_{ji}^{(1)}, b_{ji}^{(1)}, a_{ij}^{(2)}\) and \(b_{ij}^{(2)}\) are all the connection weights through the neurons; \(\eta_{ji}(t)\) and \(\sigma_{ij}(t)\) are synaptic transmission delays.

This paper is organized as follows. In the next section, some necessary assumptions, definitions, and lemmas are listed. Then we investigate the Mittag–Leffler synchronization scheme for system (2). In Section 3, we aim to find optimal linear feedback controllers by Pontryagin’s maximum principle with delay. In Section 4, numerical simulations illustrate the analytical predictions obtained in Sections 2 and 3. The paper ends with a conclusion in Section 5.
2 Mittag–Leffler synchronization conditions via linear control

2.1 Preliminaries

Throughout this paper, the following assumptions hold.

(H1) Activation functions \( f_i(\cdot) \) and \( g_j(\cdot) \) are Lipschitz continuous, namely, there exist positive constants \( L_j^f, L_i^g \in \mathbb{R}^+ \) such that
\[
|f_j(y_1) - f_j(y_2)| \leq L_j^f |y_1 - y_2|, \quad j = 1, 2, \ldots, m, \quad \forall y_1, y_2 \in \mathbb{R},
\]
\[
|g_i(x_1) - g_i(x_2)| \leq L_i^g |x_1 - x_2|, \quad i = 1, 2, \ldots, n, \quad \forall x_1, x_2 \in \mathbb{R}.
\]

(H2) The impulsive operators \( \gamma_k^{(1)} \) and \( \gamma_k^{(2)} \) satisfy
\[
\gamma_k^{(1)}(x_i(t_k)) = -\lambda_k^{(1)} x_i(t_k), \quad i = 1, 2, \ldots, n, \quad k = 1, 2, \ldots,
\]
\[
\gamma_k^{(2)}(y_j(t_k)) = -\lambda_k^{(2)} y_j(t_k), \quad j = 1, 2, \ldots, m, \quad k = 1, 2, \ldots,
\]
where \( \lambda_k^{(1)}, \lambda_k^{(2)} \in (0, 2) \).

(H3) Time-varying delays, including \( \eta_{ji}(t) \) and \( \sigma_{ij}(t) \), are continuous and bounded on \( \mathbb{R}^+ \). Thus, there exists a positive constant \( \tau \) such that \( \eta_{ji}(t), \sigma_{ij}(t) \in [0, \tau] \).

(H4) Moreover, impulsive moments \( \{t_k | k = 1, 2, \ldots\} \) satisfy \( 0 = t_0 < t_1 < t_2 < \cdots < t_k < \cdots, t_k \to +\infty \) as \( k \to +\infty \), and
\[
x_i(t_k^+) = x_i(t_k), \quad x_i(t_k^-) = x_i(t_k), \quad i = 1, 2, \ldots, n,
\]
\[
y_j(t_k^+) = y_j(t_k), \quad y_j(t_k^-) = y_j(t_k), \quad j = 1, 2, \ldots, m,
\]
in which \( x_i(t_k^+) \) and \( x_i(t_k^-) \) represent the right and left limits of \( x_i(t) \) at \( t = t_k \), respectively.

Define a function space \( \mathcal{X}(\mathbb{R}, \mathbb{R}) = \{f : \mathbb{R} \to \mathbb{R} : f(t) \) is continuous, except for some points \( t_k \in \mathbb{R} \) at which \( f(t_k^-) \) and \( f(t_k^+) \) exist and \( f(t_k^-) = f(t_k^+) \} \). Thus, the initial condition associated with system (2) can be expressed as
\[
x_i(t) = \varphi_i(t), \quad t \in [-\tau, 0], \quad x_i(t_0^+) = \varphi_i(0),
\]
\[
y_j(t) = \phi_j(t), \quad t \in [-\tau, 0], \quad y_i(t_0^+) = \phi_j(0),
\]
where \( \varphi_i(t), \phi_j(t) \subset \mathcal{X} \) denote the real-valued piecewise continuous functions on \( [-\tau, 0] \).

To investigate the Mittag–Leffler synchronization between master neural network and slave neural network, we refer to system (2) as the master system, while the slave system takes the following form:
\[
\begin{align*}
\mathcal{D}_t^\alpha \hat{x}_i(t) &= -c_i^{(1)} \hat{x}_i(t) + \sum_{j=1}^{m} a_{ji}^{(1)} f_j(\hat{y}_j(t)) \\
&\quad + \sum_{j=1}^{m} b_{ji}^{(1)} f_j(\hat{y}_j(t - \eta_{ji}(t))) + I_i^{(1)} + u_i^{(1)}(t), \quad t \neq t_k, \\
\Delta \hat{x}_i(t) &= \gamma_k^{(1)}(\hat{x}_i(t)), \quad t = t_k, \quad i = 1, 2, \ldots, n, \quad k = 1, 2, \ldots,
\end{align*}
\]
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follows that
the synchronization errors. From master system (2) and slave system (5) the error system

\[ \dot{\tilde{y}}_i(t) = \gamma_k(t) (\tilde{y}_i(t)), \quad t = t_k, \quad j = 1, 2, \ldots, m, k = 1, 2, \ldots, \]

with the initial condition \( \tilde{x}_i(t) = \tilde{\varphi}_i(t), \tilde{y}_j(t) = \tilde{\phi}_j(t), t \in [-\tau, 0]. \)

Let \( e_i(t) = x_i(t) - x_i(t), \bar{e}_j(t) = y_j(t) - y_j(t) (i = 1, 2, \ldots, n; j = 1, 2, \ldots, m) \) be the synchronization errors. From master system (2) and slave system (5) the error system follows that

\[ C_0D^q \bar{e}_j(t) = -c_j^{(2)} \bar{e}_j(t) + \sum_{i=1}^n a_{ij}^{(2)} g_i(e_i(t)) \]

\[ + \sum_{i=1}^n b_{ij}^{(2)} g_i(x_i(t)) + l_j^{(2)} + u_j^{(2)}, \quad t \neq t_k, \]

\[ \Delta \bar{e}_j(t) = \gamma_k^{(2)} (\bar{e}_j(t)), \quad t = t_k, \quad j = 1, 2, \ldots, m, k = 1, 2, \ldots, \]

where \( f_j(\bar{e}_j(t)) = f_j(\tilde{y}_j(t)) - f_j(y_j(t)), g_i(e_i(t)) = g_i(\tilde{x}_i(t)) - g_i(x_i(t)). \)

Before the prove of Mittag–Leffler synchronization, we introduce the following definitions and lemmas.

**Definition 1.** (See [32].) System (2) has an equilibrium \( (x_1^*, x_2^*, \ldots, x_n^*, y_1^*, y_2^*, \ldots, y_m^*)^T \in \mathbb{R}^{n+m} \) if and only if

\[ -c_i^{(1)} x_i^* + \sum_{j=1}^m a_{ji}^{(1)} f_j(y_j^*) + \sum_{j=1}^m b_{ji}^{(1)} f_j(y_j^*) + f_i^{(1)} = 0, \quad i = 1, 2, \ldots, n, \]

\[ -c_j^{(2)} y_j^* + \sum_{i=1}^n a_{ij}^{(2)} g_i(x_i^*) + \sum_{i=1}^n b_{ij}^{(2)} g_i(x_i^*) + f_j^{(2)} = 0, \quad j = 1, 2, \ldots, m, \]

and the impulsive jumps \( \gamma_k^{(1)} (x_i(t_k)) \) and \( \gamma_k^{(2)} (y_j(t_k)) \) satisfy

\[ \gamma_k^{(1)} (x_i^*) = 0, \quad \gamma_k^{(2)} (y_j^*) = 0, \quad i = 1, 2, \ldots, n, \quad j = 1, 2, \ldots, m, \quad k = 1, 2, \ldots. \]
Definition 2. (See [20].) For any $t \geq t_0$, the Caputo fractional derivative of order $q$ ($0 < q < 1$) with the lower limit $t_0$ for a function $f(t) \in C^1([t_0, b], \mathbb{R})$ ($b > t_0$) is defined as

$$C_0^a D_q^t f(t) = \frac{1}{\Gamma(1-q)} \int_{t_0}^{t} \frac{f'\left(\theta\right)}{(t-\theta)^q} \, d\theta$$  \hspace{2cm} (\Gamma \text{ denotes the gamma function.})

Definition 3. (See [17].) Mittag–Leffler function is usually used in the solutions of fractional-order systems, which is defined as follows:

$$E_q(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(kq+1)}, \quad q > 0, \quad z \in \mathbb{C}.$$

Lemma 1. (See [17].) For the system $C_0^a D_q^t x(t) = f(t, x)$, the solution is said to be Mittag–Leffler stable if

$$\|x(t)\| \leq \left\{ m[x(0)] E_q(-\lambda t^q) \right\}^b,$$

where fractional order $q \in (0, 1)$, $\lambda \geq 0$, $b > 0$, $m(0) = 0$, $m(x) \geq 0$, and $m(x)$ is locally Lipschitz on $x \in \mathbb{R}^n$ with Lipschitz constant $m_0$.

Lemma 2. (See [7].) Let $V(t)$ be a continuous function on $[0, +\infty)$ and satisfies

$$C_0^a D_q^t V(t) \leq -\lambda V(t), \quad t > 0,$$

where $0 < q < 1$ and $\lambda$ is a constant. Then $V(t) \leq V(0) E_q(-\lambda t^q), \; t \in [0, +\infty)$.

2.2 Synchronization conditions via linear feedback controller

In this section, we investigate the Mittag–Leffler synchronization scheme for system (2). By designing linear feedback controllers, Mittag–Leffler synchronization between master system (2) and slave system (5) is established based on fractional calculus theory and Lyapunov functional method.

Design a linear feedback control strategy for slave system (5) by the following forms:

$$u_i^{(1)}(t) = -h_i^{(1)}(t) e_i(t), \quad i = 1, 2, \ldots, n,$$

$$u_j^{(2)}(t) = -h_j^{(2)}(t) \tilde{e}_j(t), \quad j = 1, 2, \ldots, m,$$

where $h_i^{(1)}(t), h_j^{(2)}(t) > 0$ are time-dependent control gains that will be determined later. Combining the linear feedback controllers (7) and condition (H2), error system (6) follows that

$$C_0^a D_q^t e_i(t) = -e_i^{(1)}(t) + \sum_{j=1}^{m} a_{ji}^{(1)} f_j(\tilde{e}_j(t))$$

$$+ \sum_{j=1}^{m} b_{ji}^{(1)} f_j(\tilde{e}_j(t - \eta_{ji}(t))) - h_i^{(1)}(t) e_i(t), \quad t \neq t_k,$$

$$\Delta e_i(t) = -\lambda_{ik}^{(1)} e_i(t_k), \quad t = t_k, \quad i = 1, 2, \ldots, n, \; k = 1, 2, \ldots,$$
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\[ C D_t^\gamma \tilde{e}_j(t) = -c_j^{(2)} \tilde{e}_j(t) + \sum_{i=1}^{n} a_{ij}^{(2)} g_i(e_i(t)) + \sum_{i=1}^{n} b_{ij}^{(2)} g_i(e_i(t - \sigma_{ij}(t))) - h_j^{(2)}(t) \tilde{e}_j(t), \quad t \neq t_k, \]  

(8b)

\[ \Delta \tilde{e}_j(t) = -\lambda^{(2)}_{jk} \tilde{e}_j(t_k), \quad t = t_k, \quad j = 1, 2, \ldots, m, \quad k = 1, 2, \ldots. \]

According to Definition 1, \((e_i^*, \tilde{e}_j^*)^T = (0, 0, \ldots, 0)^T \in \mathbb{R}^{n+m}\) is an equilibrium of error system (8). Besides, the impulsive operators satisfy \(\gamma^{(1)}_k(e_i^*) = 0, \gamma^{(2)}_k(\tilde{e}_j^*) = 0, i = 1, 2, \ldots, n, j = 1, 2, \ldots, m, k = 1, 2, \ldots\). Suppose that the initial value \((e_i(0), \tilde{e}_j(0))^T\) satisfies that \(e_i(0) \neq 0\) and \(\tilde{e}_j(0) \neq 0\).

**Theorem 1.** Suppose that conditions (H1)–(H4) hold, then master system (2) can achieve Mittag–Leffler synchronization with slave system (5) under the linear feedback controllers (7) if there exist two positive constants \(\rho_1, \rho_2\) such that \(\rho_2 > \rho_1 > 0\), where

\[ \rho_1 = \max \left\{ \max_{1 \leq i \leq n} \left[ L_i^g \sum_{j=1}^{m} |b_{ij}^{(2)}| \right], \max_{1 \leq i \leq m} \left[ L_j^f \sum_{i=1}^{n} |b_{ji}^{(1)}| \right] \right\}, \]

\[ \rho_2 = \min \left\{ \min_{1 \leq i \leq n} \left[ c_i^{(1)} + h_i^{(1)}(t) - L_i^g \sum_{j=1}^{m} |a_{ij}^{(2)}| \right], \right. \]

\[ \left. \min_{1 \leq j \leq m} \left[ c_j^{(2)} + h_j^{(2)}(t) - L_j^f \sum_{i=1}^{n} |a_{ji}^{(1)}| \right] \right\}. \]

(9)

**Proof.** Define a piecewise continuous Lyapunov functional as follows:

\[ V(t, e(t), \tilde{e}(t)) = \sum_{i=1}^{n} |e_i(t)| + \sum_{j=1}^{m} |\tilde{e}_j(t)|. \]

(10)

**Case 1.** For \(t = t_k\), from (3) and (H2) we have

\[ V(t_k^+, e(t_k^+), \tilde{e}(t_k^+)) = \sum_{i=1}^{n} |e_i(t_k) + \gamma^{(1)}_k(e_i(t_k))| + \sum_{j=1}^{m} |\tilde{e}_j(t_k) + \gamma^{(2)}_k(\tilde{e}_j(t_k))| \]

\[ = \sum_{i=1}^{n} |e_i(t_k)| - \lambda^{(1)}_{ik} e_i(t_k)| + \sum_{j=1}^{m} |\tilde{e}_j(t_k)| - \lambda^{(2)}_{jk} \tilde{e}_j(t_k)|. \]

Noting that \(\lambda^{(1)}_{ik}, \lambda^{(2)}_{jk} \in (0, 2)\), we obtain that

\[ V(t_k^+, e(t_k^+), \tilde{e}(t_k^+)) \leq \sum_{i=1}^{n} |1 - \lambda^{(1)}_{ik}||e_i(t_k)| + \sum_{j=1}^{m} |1 - \lambda^{(2)}_{jk}||\tilde{e}_j(t_k)| \]

\[ \leq \sum_{i=1}^{n} |e_i(t_k)| + \sum_{j=1}^{m} |\tilde{e}_j(t_k)| \]

\[ = V(t_k, e(t_k), \tilde{e}(t_k)), \quad k = 1, 2, \ldots. \]
Case 2. For \( t \neq t_k \), namely, \( t \in [t_{k-1}, t_k) \), the Caputo fractional derivative of (10) is
\[
\begin{aligned}
\frac{C}{0}D_t^\alpha V(t, e(t), \bar{e}(t)) &= \frac{C}{0}D_t^\alpha \left[ \sum_{i=1}^{n} \left| e_i(t) \right| \right] + \frac{C}{0}D_t^\alpha \left[ \sum_{j=1}^{m} \left| \bar{e}_j(t) \right| \right].
\end{aligned}
\] (11)

Next, the fractional-order derivatives along the solutions of first and third equations of system (8) are calculated as follows:
\[
\begin{aligned}
\frac{C}{0}D_t^q \left| e_i(t) \right| &\leq -c_i^{(1)} |e_i(t)| + \sum_{j=1}^{m} |a_{ij}^{(1)}| \left| f_j(\bar{e}_j(t)) \right|
+ \sum_{j=1}^{m} \left| b_{ij}^{(1)} \right| \left| f_j(\bar{e}_j(t) \pm \eta_{ji}(t)) \right| - h_i^{(1)}(t) \left| e_i(t) \right|,
\end{aligned}
\] (12)
\[
\begin{aligned}
\frac{C}{0}D_t^q \left| \bar{e}_j(t) \right| &\leq -c_j^{(2)} |\bar{e}_j(t)| + \sum_{i=1}^{n} \left| a_{ij}^{(2)} \right| \left| g_i(e_i(t)) \right|
+ \sum_{i=1}^{n} \left| b_{ij}^{(2)} \right| \left| g_i(e_i(t) \pm \sigma_{ij}(t)) \right| - h_j^{(2)}(t) \left| \bar{e}_j(t) \right|.
\end{aligned}
\] (13)

Following from (H1), (12) is changed into
\[
\begin{aligned}
\frac{C}{0}D_t^q \left| e_i(t) \right| &\leq -c_i^{(1)} |e_i(t)| + \sum_{j=1}^{m} \left| a_{ij}^{(1)} \right| \left| f_j(\bar{e}_j(t)) \right|
+ \sum_{j=1}^{m} \left| b_{ij}^{(1)} \right| \left| f_j(\bar{e}_j(t) \pm \eta_{ji}(t)) \right| - h_i^{(1)}(t) \left| e_i(t) \right|,
\end{aligned}
\] (13)
\[
\begin{aligned}
\frac{C}{0}D_t^q \left| \bar{e}_j(t) \right| &\leq -c_j^{(2)} |\bar{e}_j(t)| + \sum_{i=1}^{n} \left| a_{ij}^{(2)} \right| \left| g_i(e_i(t)) \right|
+ \sum_{i=1}^{n} \left| b_{ij}^{(2)} \right| \left| g_i(e_i(t) \pm \sigma_{ij}(t)) \right| - h_j^{(2)}(t) \left| \bar{e}_j(t) \right|.
\end{aligned}
\]

Substituting (13) into (11) yields
\[
\begin{aligned}
\frac{C}{0}D_t^\alpha V(t, e(t), \bar{e}(t)) &\leq - \min_{1 \leq i \leq n} \left[ c_i^{(1)} + h_i^{(1)}(t) - L_i^{(1)} \sum_{j=1}^{m} \left| a_{ij}^{(1)} \right| \sum_{j=1}^{m} \left| e_i(t) \right| \right]
- \min_{1 \leq j \leq m} \left[ c_j^{(2)} + h_j^{(2)}(t) - L_j^{(2)} \sum_{i=1}^{n} \left| a_{ij}^{(1)} \right| \sum_{j=1}^{m} \left| \bar{e}_j(t) \right| \right]
+ \max_{1 \leq i \leq n} \left[ L_i^{(1)} \sum_{j=1}^{m} \left| b_{ij}^{(2)} \right| \sum_{i=1}^{n} \sup_{t - \tau \leq s \leq t} \left| e_i(s) \right| \right]
+ \max_{1 \leq j \leq m} \left[ L_j^{(2)} \sum_{i=1}^{n} \left| b_{ij}^{(1)} \right| \sum_{j=1}^{m} \sup_{t - \tau \leq s \leq t} \left| \bar{e}_j(s) \right| \right].
\end{aligned}
\] (14)
From (9) in Theorem 1 we have

\[
\frac{C_0}{\alpha} D^\alpha_t V(t, e(t), \tilde{e}(t)) \leq -\rho_2 V(t, e(t), \tilde{e}(t)) + \rho_1 \sup_{t - \tau \leq s \leq t} V(s, e(s), \tilde{e}(s)).
\] (15)

For any solution \((e^T(t), \tilde{e}^T(t))^T\) of error system (8), which satisfies the following Razumikhin condition [31]

\[
V(s, e(s), \tilde{e}(s)) \leq V(t, e(t), \tilde{e}(t)), \quad t - \tau \leq s \leq t,
\]

there exists a real positive number \(\lambda\) satisfying \(\lambda \leq \rho_2 - \rho_1\) such that

\[
\frac{C_0}{\alpha} D^\alpha_t \{V(t, e(t), \tilde{e}(t))\} \leq -\lambda V(t, e(t), \tilde{e}(t)), \quad t > 0, \ t \neq t_k.
\]

According to Lemma 2, we obtain that

\[
V(t, e(t), \tilde{e}(t)) \leq V(0, e(0), \tilde{e}(0)) E_q(-\lambda t^q) \quad \forall t \in [0, +\infty).
\] (16)

From Lemma 1 we conclude that master system (2) achieve Mittag–Leffler synchronization with slave system (5) under the linear feedback controllers (7). In the next section, we focus on finding time-dependent control gains by optimal control methods.

**Remark 1.** When the Caputo fractional derivative order \(q\) equals to 1, fractional-order error system (8) become a integer-order system. The condition of Mittag–Leffler synchronization (16) is transformed into

\[
V(t, e(t), \tilde{e}(t)) \leq V(0, e(0), \tilde{e}(0)) e^{-\lambda t} \quad \forall t \in [0, +\infty),
\]

which implies that the corresponding integer-order system realizes the exponential synchronization.

### 3 Optimal linear feedback controller

In this section, we aim to minimize the accumulative errors within the limitation of actuator saturation based on Pontryagin’s maximum principle with delay [3, 16].

#### 3.1 Statement of optimal control problem

Without loss of generality, we focus on a four-neuron impulsive fractional-order BAM neural network, where \(\eta_{ji}(t), \sigma_{ij}(t)\) are set as the constant \(\tau\) and \(m = n = 2\) in error system (8). Next, we discuss the existence of the optimal control solutions. Let \(x(t) = (e_1(t), e_2(t), \tilde{e}_1(t), \tilde{e}_2(t))\) be the state variable. Define a control function set as

\[
u(t) = (h_1^{(1)}(t), h_2^{(1)}(t), h_1^{(2)}(t), h_2^{(2)}(t)).
\]
Due to the limitations of synchronization conditions and actuator saturation, each of control outputs has upper bound. The saturation function is defined as

$$\text{sat}(u(t)) = [\text{sat}(u_1(t)), \text{sat}(u_2(t)), \text{sat}(u_1(t)), \text{sat}(u_2(t))]^T$$  \hspace{1cm} (17)

in which

$$\text{sat}(u_i^j(t)) = \text{sign}(u_i^j(t)) \min\{|u_i^j(t)|, \bar{u}_i^j\}, \quad i = 1, 2, \quad j = 1, 2,$$

where $\bar{u}_1^1, \bar{u}_1^2, \bar{u}_2^1, \bar{u}_2^2$ are the saturation levels for the corresponding actuators, respectively. To better state the optimal control problem, we firstly introduce two sets, namely, the sets of admissible trajectories and control. The set $\mathcal{X}$ of admissible trajectories is given by

$$\mathcal{X} = \{ x(\cdot) \in W^{1,1}([0, T], \mathbb{R}^4) \mid (4) \text{ and (8) are satisfied} \},$$

and the admissible control set $\mathcal{U}$ is given by

$$\mathcal{U} = \{ u(\cdot) \in L^\infty([0, T], \mathbb{R}^4) \mid (17) \text{ is satisfied for all } t \in [0, T] \}.$$

From [25] we consider the following objective functional:

$$J(x(\cdot), u(\cdot)) = \int_0^T f(t, u(t), x(t)) \, dt,$$  \hspace{1cm} (18)

where

$$f(t, u(t), x(t)) = A_1 \sum_{i=1}^n |e_i(t)| + A_2 \sum_{j=1}^m |\tilde{e}_j(t)|$$

$$+ B_1 \sum_{i=1}^n (e_i(t)h_i^1(t))^2 + B_2 \sum_{j=1}^m (\tilde{e}_j(t)h_j^2(t))^2.$$

Thereinto, $A_1$ and $A_2$ denote the weight constants for the accumulative errors, while $B_1$ and $B_2$ are the weight constants for the outputs of linear feedback controllers. Accumulative error means that as time goes on, the errors between the master system and the slave system accumulate gradually.

The optimal control problem consists of determining the vector function $x^\diamond(\cdot) = (e_1^\diamond(t), e_2^\diamond(t), \tilde{e}_1^\diamond(t), \tilde{e}_2^\diamond(t)) \in \mathcal{X}$ associated with an admissible control $u^\diamond(\cdot) \in \mathcal{U}$ on the time interval $[0, T]$, minimizing the objective functional $J$, namely,

$$J(x^\diamond(\cdot), u^\diamond(\cdot)) = \min_{x(\cdot), u(\cdot) \in \mathcal{X} \times \mathcal{U}} J(x(\cdot), u(\cdot)).$$  \hspace{1cm} (19)

### 3.2 Characterization of optimal control

In this subsection, by constructing the Hamiltonian $H$ and then applying the Pontryagin’s maximum principle, we derive the first-order necessary conditions for the existence of
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optimal control. The Hamiltonian is given by
\[ H(t, u(t), x(t), \lambda(t)) = f(t, u(t), x(t)) + \lambda_0^C D_0^q x(t). \]

For more details about how to construct the Hamiltonian, please see [1, 11].

Let \( u^\circ(\cdot) = (h_1^{(1)}(t), h_2^{(1)}(t), h_1^{(2)}(t), h_2^{(2)}(t)) \) be the optimal control and \( x^\circ(\cdot) = (e_1^0(t), e_2^0(t), \tilde{e}_1^0(t), \tilde{e}_2^0(t)) \) be the corresponding optimal trajectory. According to the Pontryagin maximum principle [21], if \( u^\circ(\cdot) \in \mathcal{U} \) is optimal for problem (19) with fixed final time \( T \), there exists a nontrivial absolutely continuous mapping \( \lambda : [0, T] \rightarrow \mathbb{R}^4 \), \( \lambda(t) = (\lambda_1(t), \lambda_2(t), \lambda_3(t), \lambda_4(t)) \) called the adjoint vector. From [5,21] it is not difficult to show the following theorem.

**Theorem 2.** The optimal control problem (19) with fixed final time \( T \) admits a unique optimal solution \( (e_1^0(t), e_2^0(t), \tilde{e}_1^0(t), \tilde{e}_2^0(t)) \) associated with an optimal control \( u^\circ(t) \) for \( t \in [0, T] \). Moreover, there exist adjoint functions \( \lambda_i^\circ(\cdot) (i = 1, \ldots, 4) \) such that
\[
\frac{\partial \lambda_1(t)}{\partial t} = -\left( \frac{\partial H}{\partial e_1(t)} + \chi_{[0, T]}(t) \right) \frac{\partial H}{\partial e_1(t)} \bigg|_{t=t_{t+\tau}}, \quad (20)
\]
\[
\frac{\partial \lambda_2(t)}{\partial t} = -\left( \frac{\partial H}{\partial e_2(t)} + \chi_{[0, T]}(t) \right) \frac{\partial H}{\partial e_2(t)} \bigg|_{t=t_{t+\tau}},
\]
\[
\frac{\partial \lambda_3(t)}{\partial t} = -\left( \frac{\partial H}{\partial \tilde{e}_1(t)} + \chi_{[0, T]}(t) \right) \frac{\partial H}{\partial \tilde{e}_1(t)} \bigg|_{t=t_{t+\tau}},
\]
\[
\frac{\partial \lambda_4(t)}{\partial t} = -\left( \frac{\partial H}{\partial \tilde{e}_2(t)} + \chi_{[0, T]}(t) \right) \frac{\partial H}{\partial \tilde{e}_2(t)} \bigg|_{t=t_{t+\tau}}
\]

with transversality conditions \( \lambda_i^\circ(T) = 0, i = 1, \ldots, 4, \) where \( \chi_{[a,b]}(t) \) is the characteristic function defined by
\[
\chi_{[a,b]}(t) = \begin{cases} 1 & \text{if } t \in [a, b], \\ 0 & \text{otherwise}. \end{cases}
\]

From the optimality conditions it follows that
\[
\frac{\partial H}{\partial u}(t, x(t), u(t), \lambda(t)) = 0,
\]
where
\[
\bar{h}_1^{(1)}(t) = \frac{\lambda_1(t)}{2B_1 e_1(t)}, \quad \bar{h}_2^{(1)}(t) = \frac{\lambda_2(t)}{2B_1 e_2(t)},
\]
\[
\bar{h}_1^{(2)}(t) = \frac{\lambda_3(t)}{2B_2 \tilde{e}_1(t)}, \quad \bar{h}_2^{(2)}(t) = \frac{\lambda_4(t)}{2B_2 \tilde{e}_2(t)}.
\]

**Proof.** To obtain the optimal control solutions \( u^\circ(t) \), the objective function (18) is rewritten as
\[
J(u) = \int_{0}^{T} [H(t, u(t), x(t), \lambda(t)) - \lambda(t)G^C D_0^q x(t))] dt,
\]
(21)
where $\lambda$ is the Lagrange multiplier vector known as the co-state variable. The variation of (21) yields

$$\delta J = \int_0^T \left[ \delta x \frac{\partial H}{\partial x} + \delta u \frac{\partial H}{\partial u} + \delta \lambda \frac{\partial H}{\partial \lambda} - (\delta \lambda) C^D q_t x - \lambda \delta (C^D q_t x) \right] dt,$$

where $\delta x$, $\delta u$ and $\delta \lambda$ are the variations of $x$, $u$ and $\lambda$, respectively. Using the integration by parts formula for Caputo fractional derivative [11], we have

$$\int_0^T \lambda(t) \delta (C^D q_t x) dt = \left( \int_0^T I_T^{1-q} \lambda(t) \delta x(t) \right)_0^T - \int_0^T \delta x(t) \frac{\partial H}{\partial \lambda} dt,$$

where $0 D_t^q$ denotes the Riemann–Liouville derivative. Since $x(0)$ is specified in the optimal control, $\delta x(0) = 0$. Thus,

$$\delta J = \int_0^T \left[ \delta x \left( \frac{\partial H}{\partial x} - \frac{\partial H}{\partial \lambda} \right) + \delta u \frac{\partial H}{\partial u} + \delta \lambda \left( \frac{\partial H}{\partial \lambda} - C^D q_t x \right) \right] dt$$

$$- \left( \int_0^T I_T^{1-q} \lambda(t) \delta x(t) \right)_{t=T}.$$

The necessary condition for the fractional optimal control problem is $\delta J = 0$. This requires that the coefficients of $x$, $u$ and $\lambda$ in (24) be 0 simultaneously, namely,

$$C^D q_t x(t) = \frac{\partial H}{\partial \lambda} \left( t, x(t), u(t), \lambda(t) \right),$$

$$C t D^q T \lambda(t) = \frac{\partial H}{\partial x} \left( t, x(t), u(t), \lambda(t) \right),$$

$$\frac{\partial H}{\partial u} \left( t, x(t), u(t), \lambda(t) \right) = 0,$$

$$I_T^{1-q} \lambda(t) \big|_{t=T} = 0.$$

Since $\lambda$ is continuous, the condition $I_T^{1-q} \lambda(t) \big|_{t=T} = 0$ implies $\lambda(T) = 0$. Therefore, according to the relation between Riemann–Liouville and Caputo derivatives, we obtain that

$$C t D^q T \left[ \lambda(t) - \sum_{k=0}^{n-1} \frac{(t-T)^k}{k!} \lambda^{(k)}(T) \right] = C D^q T \lambda(t).$$

The necessary condition in (25) is equivalent to

$$C^D q_t x(t) = \frac{\partial H}{\partial \lambda} \left( t, x(t), u(t), \lambda(t) \right),$$

$$C t D^q T \lambda(t) = \frac{\partial H}{\partial x} \left( t, x(t), u(t), \lambda(t) \right),$$

$$\frac{\partial H}{\partial u} \left( t, x(t), u(t), \lambda(t) \right) = 0,$$

$$\lambda(T) = 0.$$
Remark 2. The analysis of the optimal control problem in this section helps us set proper control gains according to different control purposes. Weight constants $A_1$, $A_2$, $B_1$ and $B_2$ in objective functional (18) are selected based on the control purposes, that is to say, if minimizing the accumulative errors are more important than restricting the outputs of controllers during the Mittag–Leffler synchronization, $A_1$ and $A_2$ should be set as larger values.

Remark 3. In [34], the control gains of linear feedback controllers are set as constants, which also ensures the global synchronization of the master-slave systems. But, in practical control progress, it is difficult to deliver arbitrarily large signals through real controllers. Besides, the control gains selected in [34] maybe not optimal, which cannot minimize the accumulative errors during the Mittag–Leffler synchronization. This problem also exists in the delayed-feedback controllers of [32] and the state feedback controllers of [35].

Remark 4. The time-dependent control gains in this subsection firstly satisfy the Mittag–Leffler synchronization conditions in Section 2.2, that is to say, the lower bounds of control gains are determined by the synchronization conditions.

4 Numerical simulations

In this section, we carry out some numerical simulations to illustrate the analytical predictions obtained in Sections 2 and 3. Based on the modified predictor-corrector algorithm [4, 8] and the forward-backward sweep method [14], we derive the time-dependent control gains, which minimizes the accumulative errors within the limitation of actuator saturation.

4.1 Numerical solutions of control gains

Consider a four-neuron impulsive fractional-order BAM neural network with synaptic transmission delay, where $m = n = 2$ in error system (8). Parameter values are set as follows:

$$
\begin{bmatrix}
c_1^{(1)} & 0 \\
0 & c_2^{(1)}
\end{bmatrix} = \begin{bmatrix} 0.4 & 0 \\
0 & 0.6 \end{bmatrix}, \quad
\begin{bmatrix}
c_1^{(2)} & 0 \\
0 & c_2^{(2)}
\end{bmatrix} = \begin{bmatrix} 0.5 & 0 \\
0 & 0.8 \end{bmatrix},
$$

$$
\begin{bmatrix}
a_{11}^{(1)} & a_{12}^{(1)} \\
a_{21}^{(1)} & a_{22}^{(1)}
\end{bmatrix} = \begin{bmatrix} 1.5 & -0.6 \\
0.8 & -0.5 \end{bmatrix}, \quad
\begin{bmatrix}
a_{11}^{(2)} & a_{12}^{(2)} \\
a_{21}^{(2)} & a_{22}^{(2)}
\end{bmatrix} = \begin{bmatrix} -1.5 & 0.5 \\
2.5 & -0.8 \end{bmatrix},
$$

$$
\begin{bmatrix}
b_{11}^{(1)} & b_{12}^{(1)} \\
b_{21}^{(1)} & b_{22}^{(1)}
\end{bmatrix} = \begin{bmatrix} 1.2 & -0.4 \\
0.7 & -0.8 \end{bmatrix}, \quad
\begin{bmatrix}
b_{11}^{(2)} & b_{12}^{(2)} \\
b_{21}^{(2)} & b_{22}^{(2)}
\end{bmatrix} = \begin{bmatrix} -1.8 & 0.4 \\
2.2 & -0.7 \end{bmatrix},
$$

$$
\begin{bmatrix}
\eta_{11}(t) & \eta_{11}(t) \\
\eta_{11}(t) & \eta_{11}(t)
\end{bmatrix} = \begin{bmatrix} 0.5(1 + \sin t) & 0.5(1 + \cos t) \\
0.5(1 + \cos t) & 0.5(1 + \sin t) \end{bmatrix}.
$$

Besides, $f_j(\cdot)$ and $g_i(\cdot)$ are set as $\tanh(\cdot)$. The initial conditions for master system (2) and slave system (5) are $(-0.4, 0.1, -0.3, 0.2)$ and $(-0.3, 0.2, -0.2, 0.3)$, respectively. From the synchronization conditions in Section 2.2 we obtain that the lower bounds of control gains:

$$
\begin{align*}
\bar{h}_1^{(1)} &= 7.6, \\
\bar{h}_1^{(2)} &= 4.7, \\
\bar{h}_2^{(1)} &= 5.8, \\
\bar{h}_2^{(2)} &= 4.3.
\end{align*}
$$

Considering the actuator saturation, each of control outputs has limitation, thus we set $\bar{u}_1^{(1)} = \bar{u}_1^{(2)} = \bar{u}_2^{(1)} = \bar{u}_2^{(2)} = 0.5$ [15]. Besides, we assume that the upper bound of control gain is 50. The order of fractional derivative is set as 0.8.

In the initial stage of Mittag–Leffler synchronization, the errors are relatively large in system (8). Due to the actuator saturation, as shown in Fig. 1, control gains are correspondingly small. Gradually, as the errors decrease, control gains increase to upper bounds for minimizing the accumulative errors. At last, the dynamical behaviors of system (8) approach to asymptotical stability. Control outputs are less necessary and could be reduced to the lower bounds.

4.2 Dynamics behaviors of Mittag–Leffler synchronization

In this section, we mainly focus on the dynamical behaviors of master system (2) and slave system (5). As the initial value $(e_1(0), \tilde{e}_1(0))^T$ satisfies that $e_1(0) \neq 0$ and $\tilde{e}_1(0) \neq 0$, fractional master system (2) cannot achieve Mittag–Leffler synchronization with fractional slave system (5) without control. Once introducing the optimal linear feedback controllers to slave system (5), in Fig. 2, slave system (5) well synchronizes with master system (2). It is not difficult to find the state trajectories of master system (2) or slave system (5) change suddenly at some points, which is induced by the impulsive effect.

Ye et al. [32] proposed the delayed-feedback controllers to realize the global Mittag–Leffler synchronization for fractional-order BAM neural networks. In this subsection,
we compare the optimal linear control with the delayed-feedback control. Firstly, we construct the following delayed-feedback controllers inspired by Ye et al. [32]:

\[
\begin{align*}
  u_1^{(1)}(t) &= -5e_1(t) - 15 \text{sgn}(e_1(t))|e_1(t-1)|, \\
  u_2^{(1)}(t) &= -10e_2(t) - 15 \text{sgn}(e_2(t))|e_2(t-1)|, \\
  u_1^{(2)}(t) &= -20\bar{e}_1(t) - 15 \text{sgn}(\bar{e}_1(t))|\bar{e}_1(t-1)|, \\
  u_2^{(2)}(t) &= -15\bar{e}_2(t) - 15 \text{sgn}(\bar{e}_2(t))|\bar{e}_2(t-1)|.
\end{align*}
\]

Figure 3 describes the dynamical behaviors of error system (6) under the optimal linear feedback control and the delayed-feedback control, respectively. As we can see, the transition process of error states with the optimal linear feedback control is smooth and steady relatively, while under the delayed-feedback control, the error states oscillate in the transition process. The only disadvantage of the optimal linear feedback control is that the transition time is a little bit longer.

**Remark 5.** As for the forward-backward sweep method, the values for \(\lambda\) are not needed to solve the differential equation for \(x\). Then the algorithm terminates when there is
Figure 3. State trajectories of error system (6) under optimal linear feedback control and delayed-feedback control, respectively.

sufficient agreement between the states, co-states, and controls of two passes through the approximation loop, which is easy to program and converges faster [14]. Daftardar-Gejji et al. [4, 8] modified the fractional Adams method by applying the iterative method that is called the modified predictor-corrector algorithm. The predictor terms are used to approximate the corresponding terms in the corrector formula, and the method is relatively accurate and time-efficient.

Remark 6. In Fig. 4, we carry out a comparison between the fractional error system (6) and the corresponding integer-order system. It is not difficult to find that the transition process of error states with \( q = 0.8 \) is smoother and steadier than that with \( q = 1 \).

5 Conclusion

In this paper, we have investigated the Mittag–Leffler synchronization for impulsive fractional-order BAM neural networks with optimal linear feedback controllers. By constructing Lyapunov functional, sufficient conditions are established to ensure the Mittag–Leffler synchronization. Based on Pontryagin’s maximum principle with delay, time-dependent
control gains are obtained, which minimizes the accumulative errors within the limitation of actuator saturation. As shown in numerical simulations, under optimal linear feedback controllers, slave system (5) well synchronizes with master system (2).

The objective functional in Section 3.1 consists of the accumulative errors and the controller outputs, and the obtained optimal control gains can minimize the accumulative errors during the Mittag–Leffler synchronization. To achieve different control effects, we can choose some other parameters that characterize the process of Mittag–Leffler synchronization, such as rise time $t_r$ and maximum overshoot $\sigma_p$. Rise time $t_r$ is the time from the beginning to the time when the state of the error system first reaches the steady-state value, while maximum overshoot $\sigma_p$ measures whether the synchronization process is smooth. However, it is complicated to solve $t_r$ and $\sigma_p$ in error system (6) and we leave it for further investigation.

Acknowledgment. We would like to thank the referees and the editor for their careful reading of the original manuscript and their valuable comments and suggestions that improved the presentation of this work.
References


http://www.journals.vu.lt/nonlinear-analysis