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Abstract. We consider an optimal control problem for a differential inclusion of the Carathéodory
type affine with respect to the control with a coercive cost functional on a semiaxis and with fast
oscillating time-dependent coefficients. We prove that, when the small parameter converges to zero,
the solution to this problem tends to some solution of the optimal control problem with averaged
coefficients, where the averaging we understand in the sense of the Kuratowski upper limit.

Keywords: differential inclusions, optimal control, averaging.

1 Introduction

Starting from the pioneering works of Bogolubov [3], the averaging method is one of the
most known and well-studied asymptotic methods in the theory of differential equations
and has a lot of applications in classical [13] and modern problems [15]. This method
allows us to overcome difficulties appearing due to the presence of (fast oscillating)
functions like f(t/ε, x) with a small parameter ε > 0, describing the dynamics of the
system, replacing them with an averaged value

f̄(x) := lim
T→∞

1

T

T∫
0

f(t, x) dt. (0)

The corresponding convergence results, known as Bogolubov theorems [3, 12], served
as a basis for deep generalizations to many types of evolutionary problems. In particular,
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considerable efforts were devoted to the extensions of the averaging methods for differ-
ential inclusions [6].

Such generalizations are motivated both from practical point of view due to applica-
tions in control theory, hybrid dynamical systems, including impulsive ones [4, 8], and
other evolutionary systems, where multivalued approach arises naturally; as well as due
to purely mathematical reasons, for example, when the limit (0) does not exist.

Rather general results about asymptotic analysis of inclusions, which do not require
existence of classical averaged value, were obtained in [7]. These results are based on the
notion of the Kuratowski upper limit.

In this work, we essentially use this approach applying it to an optimal control prob-
lem for the differential inclusion

ẋ(t) ∈ f
(
t

ε
, x(t)

)
+ g
(
x(t)

)
u(t), t > 0, (1′)

where f : [0,∞) × Rd → convRd is a given set-valued mapping, g : Rd → Rd×m is
a given matrix-valued mapping, and u : [0,∞)→ Rm is a control function. Here convRd
denotes the set of all nonempty, convex, compact subsets of Rd and d,m ∈ N.

A lot of results of the averaging type exists for the case of control problems in case of
differential inclusions like

ẋ(t) ∈ εf
(
t, x(t), u(t)

)
, t > 0; (2′)

see, for example, [7].
An extensive overview of the averaging theory for differential inclusions, including

control problems for (2′), can be found in [7]. Asymptotic analysis for problems of the
type (1′) was carried out in [10] for ordinary differential equations with Lipschitz function
f both on finite and infinite time intervals. The authors of [10] assumed the existence of
classical average f̄ and used Krasnoselskii–Krein theorem. This approach can be extended
naturally to systems with Lipschitz set-valued maps possessing an average f̄ in the Haus-
dorff metric (see [11] for the set-valued analogon of the Krasnoselskii–Krein theorem).
Some optimal control problems with perturbed coefficients were also considered in [9].
The situation becomes essentially more complicated if in (1′) the mapping f is not Lip-
schitz. In this paper, we consider the case when f in (1′) is a Caratheodory set-valued
map, i.e., it is integrably bounded w.r.t. time variable and upper-semicontinuous w.r.t.
phase variable. Following the approach of [6], we show that under assumptions needed
for resolvability of the optimal control problem with inclusion (1′), the optimal process
of ε-dependent problem converges in a suitable sense to an optimal process of the optimal
control problem for the inclusion

ẋ ∈ f̄(x) + g(x)u(t),

where f̄ is the Kuratowski upper limit [2].
In the sequel, we will use the following notation: ‖x‖ is a norm of x ∈ Rd, |u| is

a norm of u ∈ Rm, convRd is the set of all nonempty, convex, compact subsets of Rd.
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For A ⊂ Rd, we write ‖A‖+ := supa∈A ‖a‖, coA is a convex hull of A, Ā is the closure
of A. For A,B ⊂ Rd, we denote

dist(A,B) := sup
a∈A

inf
b∈B
‖a− b‖,

distH(A,B) := max
{

dist(A,B),dist(B,A)
}
,

and use the notation B1 :={x | ‖x‖61}, Oδ(x0) ={x | ‖x − x0‖<δ}. For f : [0,∞) 7→
convRd, we define

T∫
0

f(t) dt :=

{ T∫
0

l(t) dt
∣∣∣ l ∈ L1

(
0, T ;Rd

)
, l(t) ∈ f(t) a.e.

}
.

We also denote ‖u‖2L2 =
∫∞
0
|u(t)|2 dt.

2 Problem statement

We consider the following optimal control problem:

ẋ(t) ∈ f
(
t

ε
, x(t)

)
+ g
(
x(t)

)
u(t), t > 0, x(0) = x0, (1)

u ∈ U =
{
u ∈ L2

(
0,∞;Rm

) ∣∣ u(t) ∈ U a.e. on (0,∞)
}

(2)

is such that

J(x, u) =

∞∫
0

(
e−γtϕ

(
x(t)

)
+
∣∣u(t)

∣∣2) dt→ inf, (3)

where ε > 0 is a small parameter, and f , g, ϕ satisfy the following:

(i) f : [0,∞)× Rd → convRd;
(ii) For all x ∈ Rd, the map f(·, x) possesses a measurable selector;

(iii) For all t > 0, the map f(t, ·) is upper semicontinuous;
(iv) There exists M > 0 such that for all x ∈ Rd and t > 0, ‖f(t, x)‖+ 6M ;
(v) g : Rd → Rd×m is continuous and bounded, that is, there exists N > 0 with
‖g(x)‖ 6 N , x ∈ Rd;

(vi) U ⊂ Rm is closed, convex, and 0 ∈ U ;
(vii) ϕ : Rd → R is continuous, and there are constants c > 0 and p > 1 with

inf
x∈Rd

ϕ(x) > −c,
∣∣ϕ(x)

∣∣ 6 c
(
1 + ‖x‖p

)
.

For a given control function u ∈ U , we understand solution of (1) as an absolutely
continuous function x, which satisfies (1) almost everywhere (a.e.) on [0,+∞). In this
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case, we say that {x, u} is an admissible pair for (1)–(3). An admissible pair {xε, uε} is
called an optimal pair (or solution) for (1)–(3) if for every admissible pair {x, u}, we have

J
(
xε, uε

)
6 J(x, u).

The existence of an optimal solution {xε, uε} is established in the next section.
Let us denote

Jε := inf J(x, u) = J
(
xε, uε

)
.

Using approach of [6], we define the average function f̄ basing on the notion of the
Kuratowski upper limit [2]

f̄(x) =
⋂
δ>0

F̄ δ(x),

where F̄ δ is the convex hull of the map

Φδ(x) = lim sup
θ↗1

lim sup
T→∞

1

(1− θ)T
I(θT, T, x, δ),

I(θT, T, x, δ) =

{ T∫
θT

v(t) dt
∣∣∣ v(·) ∈ L1

loc

(
0,∞;Rd

)
, v(t) ∈ f(t, y), y ∈ Oδ(x)

}
.

It is proved in [6] that if there exists F̄ (x) = limT→∞(1/T )
∫ T
0
f(t, x) dt in the sense of

the Hausdorff distance distH and if f(t, ·) is Lipschitz, then f̄ = F̄ .
Also we consider the optimal control problem

ẋ ∈ f̄(x) + g(x)u(t), x(0) = x0, (4)
u ∈ U , (5)
J(x, u)→ inf . (6)

Our aim is to prove that for ε→ 0, it follows that

Jε → J̄ and
{
xε, uε

}
→ {x̄, ū} in some sense,

where {x̄, ū} is a solution of (4)–(6), J̄ = J(x̄, ū).

3 Main results

Let us analyze problem (1). Under conditions (i)–(v), for every u ∈ L2(0,∞;Rm) and
ε > 0, problem (1) has a solution [1, 5, 14] and the following estimations hold true:

d

dx

∥∥x(t)
∥∥ 6

∥∥ẋ(t)
∥∥ 6M +N

∣∣u(t)
∣∣ a.e., (7)∥∥x(t)

∥∥ 6 ‖x0‖+ (M +N)t+N‖u‖2L2 . (8)
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Moreover, for a fixed ε > 0, if xn is the solution to (1) corresponding to the control un,
n ∈ N, and supn∈N ‖un‖L2 <∞, then up to a subsequence, the following convergences
hold:

un → u weakly in L2
(
0,∞;Rm

)
, (9)

xn → x in C
(
[0, T ];Rd

)
, T > 0, (10)

where x is a solution of (1) with control u. Additionally, if un ∈ U for n ∈ N, then
u ∈ U .

Lemma 1. Under conditions (i)–(vii), the optimal control problem (1)–(3) has a solution
{xε, uε}.

Proof. Let us fix some ε > 0, and let admissible pairs {xn, un}, n ∈ N , be such that

Jε = inf J(x, u) = lim
n→∞

J(xn, un).

Then, due to assumption (vii), in the problem statement section, we have for n large
enough that

− c
γ

+

∞∫
0

∣∣un(t)
∣∣2 dt 6 J(xn, un) 6 Jε + 1.

Hence, up to a subsequence, for n → ∞, it follows that {xn, un} → {x, u} in the sense
of (9), (10), and u ∈ U . Let us prove that {x, u} is an optimal pair in (1)–(3). Hence, we
have that

e−γtϕ
(
xn(t)

)
→ e−γtϕ

(
x(t)

)
, t > 0.

Moreover, using (8), we get the estimates

e−γtϕ(xn(t)

6 e−γtc
(
1 +

∥∥xn(t)
∥∥p)

6 e−γtc
(
1 +

(
‖x0‖+ (M +N)t+N‖u‖2L2

)p)
6 e−γtc

(
1 +

(
‖x0‖+ (M +N)t+N

(
Jε + 1 +

c

γ

)p)
6 e−γtc

(
1 + 2p−1(M +N)ptp + 2p−1

(
‖x0‖+N

(
Jε + 1 +

c

γ

))p)
.

Choosing a sufficiently large c1 = c1(ε), we have

c

(
1 + 2p−1(M +N)ptp + 2p−1

(
‖x0‖+N

(
Jε + 1 +

c

γ

))p)
6 c1(ε)eγt/2,
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so that finally, we conclude that

e−γtϕ
(
xn(t)

)
6 e−γtc

(
1 +

(
‖x0‖+ (M +N)t+N

(
Jε + 1 +

c

γ

))p)
6 c1(ε)e−γt/2.

Then the Lebesgue dominated convergence theorem implies
∞∫
0

e−γtϕ
(
xn(t)

)
dt→

∞∫
0

e−γtϕ
(
x(t)

)
dt

and hence
Jε = lim

n→∞
J(xn, un)

> lim
n→∞

∞∫
0

e−γtϕ
(
xn(t)

)
dt+ lim

n→∞

∞∫
0

∣∣un(t)
∣∣2 dt

> J(x, u),

so that {x, u} is a solution of (1)–(3).

The following result is a slight generalization of [6, Thm. 41] and [16, Thm. 1.1]. It
shows that for any set-valued function f satisfying assumptions (i)–(iv), there exists a
sequence of set-valued functions monotone in the sense of set inclusions and containing
the set f(t, x) for any t > 0, x ∈ Rd.

Lemma 2. Let f : [0,∞)×Rd → convRd satisfies (i)–(iv). Then there exists a sequence
of locally Lipschitz maps fk : [0,∞)× Rd → convRd satisfying (i)–(iv) for k ∈ N with

f(t, x) ⊂ · · · ⊂ fk+1(t, x) ⊂ fk(t, x), t > 0, x ∈ Rd, k ∈ N, (11)

and for each k ∈ N and x ∈ Rd, there exist lk > 0 and δk > 0 such that

distH
(
fk(t, x′), fk(t, x′′)

)
6 lk‖x′ − x′′‖, x′, x′′ ∈ Oδk(x), t > 0. (12)

Moreover, for any ε > 0, t > 0, x ∈ Rd, there is K = K(ε, t, x) with

fk(t, x) ⊂ cof
(
t, Oε(x)

)
, k > K. (13)

Proof. Let {Ork(yki )}∞i=1 be a locally finite covering of Rd, where rk := 1/3k−1, k ∈ N.
Let {ψki }∞i=1 be a partition of unity subordinated to this covering and consisting of locally
Lipschitz functions suppψki ⊂ Ork(yki ); see [8]. For any k ∈ N and x ∈ Rd, there exist
δk = δk(x) > 0 and lk(x) > 0 such that δk → 0, k →∞, and

N(k, x) :=
{
i ∈ N

∣∣ Ork(yki ) ∩Oδk(x) 6= ∅
}

is finite, and for any x, x′′ ∈ Oδk(x),∑
i∈N(k,x)

∣∣ψki (x′)− ψki (x′′)
∣∣ 6 lk(x)‖x′ − x′′‖.

https://www.journals.vu.lt/nonlinear-analysis
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Then the map

fk(t, x) =

∞∑
i=1

ψki (x) · cof
(
t, O2rk

(
yki
))

=
∑

i∈N(k,x)

ψki (x) · cof
(
t, O2rk

(
yki
))

satisfies (i)–(iv), (11), (12); see [16] for details. Finally, for any ε > 0, choose K =
K(ε, t, x) such that δk + rk < ε/3, k > K. Then for any i ∈ N(k, x) and any z ∈
O2rk(yki ), we get

‖z − x‖ 6
∥∥z − yki ∥∥+

∥∥yki − x∥∥ 6 2rk + δk + rk < ε.

Therefore, f(t, O2rk(yki )) ⊂ f(t, Oε(x)) and fk(t, x) ⊂ cof(t, Oε(x)). The lemma is
proved.

Lemma 3. Let εn → 0 as n → ∞, and let xn be a solution of (1) with control un. Let
{xn, un} → {x, u} as n → ∞ in the sense of (9), (10). Then x is a solution of (4) with
control u.

Proof. Let fk be a Lipschitz map from Lemma 2. Then for any k ∈ N, we have

ẋn(t) ∈ fk
(
t

εn
, xn(t)

)
+ g
(
xn(t)

)
un(t) a.e.

We fix τ1 such that the derivative ẋ(τ1) exists, and let τ1 be a Lebesgue point of g(x(·))u(·).
Then for any n > N(x(τ1)) and for sufficiently small |s−τ1|, we have ‖xn(s)−x(τ1)‖ <
δk and

xn(τ2)− xn(τ1) ∈
τ2∫
τ1

[
fk
(
s

εn
, x(τ1)

)
+ lk

∥∥xn(s)− x(τ1)
∥∥ ·B1

]
ds

+

τ2∫
τ1

g
(
xn(s)

)
un(s) ds,

where lk is taken from (12), B1 = {x | ‖x‖ 6 1}. Then

xn(τ2)− xn(τ1)

∈
τ2∫
τ1

fk
(
s

εn
, x(τ1)

)
ds

+ lk

τ2∫
τ1

∥∥xn(s)− xn(τ1)
∥∥ds ·B1 + lk

τ2∫
τ1

∥∥xn(τ1)− x(τ1)
∥∥ ·B1

+

τ2∫
τ1

(
g(xn(s)

)
un(s)− g

(
x(s))u(s)

)
ds+

τ2∫
τ1

g
(
x(s)

)
u(s) ds.
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Let η > 0 be arbitrary small. Then for sufficiently small |τ2 − τ1| and sufficiently large
n ∈ N, due to (7), we get

lk

τ2∫
τ1

∥∥xn(s)− xn(τ1)
∥∥ds 6 lk

τ2∫
τ1

s∫
τ1

(
M +N

∣∣un(t)
∣∣)dtds

6 lk

τ2∫
τ1

(
M(τ2 − τ1) +N

√
τ2 − τ1‖un‖L2

)
dt

<
η

2
(τ2 − τ1).

Then

xn(τ2)− xn(τ1)

τ2 − τ1

∈ 1

τ2 − τ1

τ2∫
τ1

fk
(
s

εn
, x(τ1)

)
ds+

1

τ2 − τ1

τ2∫
τ1

g
(
xn(t)

)
un(t) dt

+ ηB1
xn(τ2)− xn(τ1)

τ2 − τ1

∈ εn
τ2 − τ1

τ2/εn∫
τ1/εn

fk
(
s, x(τ1)

)
ds+

1

τ2 − τ1

τ2∫
τ1

g
(
xn(t)

)
un(t) dt+ ηB1,

and passing to the limit for n→∞, we obtain

x(τ2)− x(τ1)

τ2 − τ1
∈ lim sup

T→∞

1

(1− τ1
τ2

)T

T∫
τ1/τ2T

fk
(
s, x(τ1)

)
ds

+
1

τ2 − τ1

τ2∫
τ1

g
(
x(t)

)
u(t) dt+ ηB1.

Next, passing to the limit for τ2 → τ1 and since η is arbitrary small, we get

ẋ(τ1) ∈ lim sup
θ→1

lim sup
T→∞

1

(1− θ)T

T∫
θT

fk
(
s, x(τ1)

)
ds+ g

(
x(τ1)

)
u(τ1). (14)

By the convexity of the integral [7] and due to (13), we have that for any δ > 0 and
x ∈ Rd, there exists K = K(δ, x) with

lim sup
θ→1

lim sup
T→∞

1

(1− θ)T

T∫
θT

fk(s, x) ds ⊂ F̄ δ(x), k > K.

https://www.journals.vu.lt/nonlinear-analysis
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Finally, from (14) we have for any δ > 0 that

ẋ(τ1) ∈ F̄ δ
(
x(τ1)

)
+ g
(
x(τ1)

)
u(τ1)

and hence

ẋ(τ1) ∈ f̄
(
x(τ1)

)
+ g
(
x(τ1)

)
u(τ1),

which proves the lemma.

Now we are in a position to prove our main result.

Theorem 1. Assume that conditions (i)–(vii) are satisfied. Assume that for any u ∈ U ,
problem (4) has a unique solution. Let {xε, uε} be an optimal pair in (1)–(3), Jε =
J(xε, uε). Then

Jε → J̄ for ε→ 0, (15)

and for εn → 0, it holds that

xεn → x̄ in C
(
[0, T ];Rd

)
, T > 0, (16)

uεn → ū weakly in L2
(
0,∞;Rm

)
, (17)

where {x̄, ū} is an optimal pair in (4)–(6), J̄ = J(x̄, ū).

Proof. Let for εn → 0, {xεn , uεn} be an optimal pair for (1)–(3). From the optimality of
uεn it follows that

J
(
xεn , uεn

)
6 J(xn, 0),

where xn is a solution of (1) with ε = εn, u = 0. Then, due to (8),

− c
γ

+ ‖uεn‖2 6

∞∫
0

e−γtϕ
(
xn(t)

)

6

∞∫
0

e−γtc
(
1 +

(
‖x0‖+ (M +N)t

)p)
dt

6 C1, (18)

where C1 does not depend on n. Additionally, from (7) we have∥∥xεn(t)− xεn(s)
∥∥ 6M |t− s|+N |t− s|1/2

∥∥uεn∥∥L2 . (19)

Estimations (18), (19) and the Arzelà–Ascoli theorem imply that some subsequence
{xεn , uεn}, n ∈ N, converges to some {x̄, ū} in the sense of (16), (17). Hence, from
Lemma 3 we deduce that x̄ is a solution of (4) with control u ∈ U . Let us prove that
{x̄, ū} is an optimal pair.

For every u ∈ U and the corresponding solution xn to (1), we have

J
(
xεn , uεn

)
6 J(xn, u). (20)
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Arguing as in the proof of Lemma 1, we get from (20) after passing to the limit:

J(x̄, ū) 6 lim inf
n→∞

J
(
xεn , uεn

)
6 lim inf

n→∞
J(xn, u). (21)

Due to (19) with uεn replaced with u, we have that xn → x in the sense of (16). By
Lemma 3 it follows that x is a unique solution of (4) with control u. So, from (21) it
follows

J(x̄, ū) 6 lim inf
n→∞

J(xn, u) = J(x, u).

This inequality means that {x̄, ū} is an optimal pair.
Applying previous arguments with u = ū, we get

J(x̄, ū) 6 lim inf
n→∞

Jεn 6 lim sup
n→∞

Jεn 6 lim
n→∞

J(xn, ū) = J(x̄, ū),

where we write Jεn := J(xεn , uεn) for short.
This means that there exists limn→∞ Jεn = J(x̄, ū). Because of arbitrariness of

εn → 0, we get (15). Theorem is proved.

4 Example

Consider the following optimal control problem:

ẋ ∈


ψ1( tε ), x < 0,[
ψ2( tε ), ψ1( tε )

]
, x = 0,

ψ2( tε ), x > 0,

+ u(t),

x(0) = 0,

u ∈ U , J(x, u) =

∞∫
0

(
e−tϕ(x) + u2(t)

)
dt→ inf,

(22)

where functions ψ1, ψ2 are bonded and chosen such that

lim
T→∞

1

T

T∫
0

ψ1(t) = ψ1 > 0, lim
T→∞

1

T

T∫
0

ψ2(t) = ψ2 < 0.

It is easy to see that the set-valued map

f(t, x) =


ψ1(t), x < 0,[
ψ2(t), ψ1(t)

]
, x = 0,

ψ2(t), x > 0,

as well as g = 1, U , ϕ satisfy conditions (i)–(vii). We note that f(t, ·) is not a Lipschitz
map.
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The averaged problem has the form

ẋ ∈


ψ1, x < 0,

[ψ1, ψ2], x = 0,

ψ2, x > 0,

+ u(t),

x(0) = 0,

u ∈ U , J(x, u)→ inf,

(23)

where the Cauchy problem has a unique solution for every u ∈ U [9]. According to
Theorem 1, the sequence of optimal pairs {xε, uε} of (22) converges to {x̄, ū}, where
{x̄, ū} is an optimal pair of (23).
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