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#### Abstract

In this work, we study the existence and uniqueness of a common best proximity point for a pair of nonself functions that are not necessarily continuous using the simulation function. In the following, we state important common best proximity point theorems as results of the main theorems of this article. This achievement allows us to have an example that covers our main theorem but does not apply to the Banach contraction principle. Finally, an application of a nonlinear fractional differential equation to support the obtained conclusions.
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## 1 Introduction

Let $A$ and $B$ be nonempty subsets of the metric space $(X, d)$. Also, suppose that $f$ : $A \rightarrow B$ is nonself mapping. If $d(A, B)=\inf \{d(a, b), a \in A, b \in B\}$ and $d(a, f a)=$ $d(A, B)$, then $a$ is called the best proximity point. When a mapping does not have a fixed point, studying the best proximity point theory is a suitable way to obtain optimal approximate solutions. Therefore, optimization theory is developed with the theory of the best proximity points. If the mapping under study is selfmapping, the best proximity point

[^0]is the fixed point. Therefore, the best proximity point theorems also act as a natural extension of fixed point theorems. Interesting best proximity point theorems with different control functions and various spaces can be seen in $[1,5,7,8,12,14,17,18,21-24,26-31$, 33]. On the other hand, Khojasteh et al. introduced the meaning of $\mathcal{Z}$-contraction by using a concept of simulation function. Then fixed point consequences involving a $\mathcal{Z}$-contraction are appointed in [20]. In the following, Karapınar et al. [19] offered the best proximity point results using the simulation functions. Until now, several papers have been published in this field; see $[6,9,10,15,16,25]$. In this work, using a contraction function via simulation function defined by Roldán et al. [32], we prove the existence and uniqueness of a common best proximity point for a pair of nonself functions that are not necessarily continuous. We show that important common best proximity point theorems can be stated as results. This achievement allows us to have one example that covers our main theorem but does not apply to the Banach contraction principle. In the end, an application of a nonlinear fractional differential equation to support the obtained conclusions.

## 2 Preliminaries

Let $A$ and $B$ be two nonempty subsets of a metric space $(X, d)$; the following notions will be used all over the article:

$$
\begin{gathered}
d(A, B)=\inf \{d(a, b), a \in A, b \in B\}, \\
A_{0}=\{a \in A: d(a, b)=d(A, B) \text { for some } b \in B\}, \\
B_{0}=\{b \in B: d(a, b)=d(A, B) \text { for some } a \in A\} .
\end{gathered}
$$

Definition 1. An element $a \in A$ is said to be a common best proximity point of the nonself mappings $S, T: A \rightarrow B$ if it satisfies the condition that

$$
d(a, S a)=d(a, T a)=d(A, B)
$$

Definition 2. The nonself mappings $S, T: A \rightarrow B$ are said to commute proximally if they satisfy the condition that

$$
[d(u, S x)=d(v, T x)=d(A, B)] \quad \text { implies } \quad S v=T u .
$$

Definition 3. If $A_{0} \neq \emptyset$, then the pair $(A, B)$ is said to have P-property if and only if for any $a_{1}, a_{2} \in A_{0}$ and $b_{2}, b_{2} \in B_{0}$,

$$
d\left(a_{1}, b_{1}\right)=d\left(a_{2}, b_{2}\right)=d(A, B) \quad \text { implies } \quad d\left(a_{1}, a_{2}\right)=d\left(b_{1}, b_{2}\right) .
$$

Khojasteh et al. [20] gave the following definition of simulation function.
Definition 4. Let $(X, d)$ be a metric space. A simulation function is a function $\zeta$ : $[0,+\infty[\times[0,+\infty[\rightarrow \mathbb{R}$ satisfying the following conditions:
$\left(\zeta_{1}^{\prime}\right) \zeta(0,0)=0 ;$
$\left(\zeta_{2}^{\prime}\right) \zeta(p, q)<q-p$ for all $p, q>0$;
$\left(\zeta_{3}^{\prime}\right)\left\{p_{n}\right\}$ and $\left\{q_{n}\right\}$ are sequences in $(0,+\infty)$, and $\lim _{n \rightarrow+\infty} p_{n}=\lim _{n \rightarrow+\infty} q_{n}=$ $k>0$, then

$$
\limsup _{n \rightarrow+\infty} \zeta\left(p_{n}, q_{n}\right)<0 .
$$

The set of all simulation functions is denoted by $\mathcal{Z}$.
Then they proved the existence and uniqueness of fixed points for a selfmapping defined in a complete metric space.

Theorem 1. (See [20].) Let $(X, d)$ be a complete metric space, and let $f: X \rightarrow X$ be a $\mathcal{Z}$-contraction with respect to $\zeta$, that is,

$$
\zeta(d(f x, f y), d(x, y)) \geqslant 0 \quad \text { for all } x, y \in X
$$

Then $f$ has a unique fixed point. Moreover, for every $x_{0} \in X$, the Picard sequence $\left\{f^{n} x_{0}\right\}$ converges to this fixed point.

In the following, Argoubi et al. [11] point out the verity that condition $\left(\zeta_{1}^{\prime}\right)$ is not said in the proof of Theorem 1. Also, Roldán et al. [32] revised $\left(\zeta_{3}^{\prime}\right)$ by taking $p_{n}<q_{n}$.

Therefore, we use the following definition in this article.
Definition 5. Let $(X, d)$ be a metric space. A simulation function is a function $\zeta$ : $[0,+\infty[\times[0,+\infty[\rightarrow \mathbb{R}$ satisfying the following conditions:
$\left(\zeta_{1}\right) \zeta(p, q)<q-p$ for all $p, q>0$;
$\left(\zeta_{2}\right)\left\{p_{n}\right\}$ and $\left\{q_{n}\right\}$ are sequences in $(0,+\infty)$, and $\lim _{n \rightarrow+\infty} p_{n}=\lim _{n \rightarrow+\infty} q_{n}=$ $k>0$ and $p_{n}<q_{n}$ for all $n \in \mathbb{N}$, then

$$
\limsup _{n \rightarrow+\infty} \zeta\left(p_{n}, q_{n}\right)<0
$$

Example 1. If $\zeta_{\lambda}:\left[0,+\infty\left[\times\left[0,+\infty\left[\rightarrow \mathbb{R}\right.\right.\right.\right.$ be the function defined by $\zeta_{\lambda}(p, q)=\lambda q-p$, where $\lambda \in] 0,1\left[\right.$. Then $\zeta_{\lambda}$ is a simulation function.

Then Roldán et al. [32] extended the definition of $\mathcal{Z}$-contraction with respect to $\zeta$ of Khojasteh et al. [20] for two functions.

Definition 6. Let $A$ and $B$ be two nonempty subsets of a metric space ( $X, d$ ), and let $S, T: A \rightarrow B$ be nonself mappings. We say that $S$ is a $\left(\mathcal{Z}_{d}, T\right)$-contraction if there exists a simulation function $\zeta \in \mathcal{Z}$ such that

$$
\begin{equation*}
\zeta(d(S x, S y), d(T x, T y)) \geqslant 0 \quad \text { for all } x, y \in A: T x \neq T y \tag{1}
\end{equation*}
$$

In the preceding definitions, if $T$ is the identity mapping on $X$, the notions of $\left(\mathcal{Z}_{d}, T\right)$ contraction reduced to $\mathcal{Z}$-contraction with respect to $\zeta$ of Khojasteh et al. [20].

## Remark 1.

(i) By axiom $\left(\zeta_{1}\right)$, it is clear that a simulation function must verify $\zeta(r, r)<0$ for all $r>0$.
(ii) Furthermore, if $S$ is a $\left(\mathcal{Z}_{d}, T\right)$-contraction, then $d(S x, S y)<d(T x, T y)$ for all $x, y \in X$ such that $T x \neq T y$.

## 3 Main result

We begin our study with the following lemmas. In the first lemma, we state sufficient conditions for the uniqueness of the common best proximity point.

Lemma 1. Let $A$ and $B$ be nonempty subsets of a metric space $(X, d)$. Let also the nonself mappings $S, T: A \rightarrow B$ satisfy the following conditions:
(i) $S$ and $T$ commute proximally;
(ii) pair $(A, B)$ has the $P$-property;
(iii) $S$ is a $\left(\mathcal{Z}_{d}, T\right)$-contraction;
(iv) $v$ is a common best proximity point of $S$ and $T$.

Then $v$ is unique.
Proof. Since $v$ is a common best proximity point of the mappings $S$ and $T$, then

$$
\begin{align*}
& d(v, S v)=d(A, B) \\
& d(v, T v)=d(A, B) \tag{2}
\end{align*}
$$

Suppose that $v^{\prime}$ is another common best proximity point of the mappings $S$ and $T$ so that

$$
\begin{align*}
d\left(v^{\prime}, S v^{\prime}\right) & =d(A, B), \\
d\left(v^{\prime}, T v^{\prime}\right) & =d(A, B) . \tag{3}
\end{align*}
$$

As the mapping $S$ and $T$ commute proximally, $S v=T v$ and $S v^{\prime}=T v^{\prime}$, therefore

$$
d\left(S v, S v^{\prime}\right)=d\left(T v, T v^{\prime}\right)
$$

If $d\left(S v, S v^{\prime}\right)=d\left(T v, T v^{\prime}\right)>0$, since $S$ is a $\left(\mathcal{Z}_{d}, T\right)$-contraction and by $\left(\zeta_{1}\right)$ we have

$$
\begin{aligned}
0 & \leqslant \zeta\left(d\left(S v, S v^{\prime}\right), d\left(T v, T v^{\prime}\right)\right) \\
& <d\left(T v, T v^{\prime}\right)-d\left(S v, S v^{\prime}\right)=0
\end{aligned}
$$

which is a contradiction. Therefore, $d\left(S v, S v^{\prime}\right)=d\left(T v, T v^{\prime}\right)=0$ or $S v=S v^{\prime}$ and $T v=T v^{\prime}$. Since pair $(A, B)$ has the P-property, then by (2) and (3) we have $v=v^{\prime}$.

In the following lemma, we state the sufficient conditions for the existence of the common best proximity point.

Lemma 2. Let $A$ and $B$ be nonempty subsets of a metric space $(X, d)$, and let $A_{0}$ be nonempty. Let also the nonself mappings $S, T: A \rightarrow B$ satisfy the following conditions:
(i) $S$ and $T$ commute proximally;
(ii) $S\left(A_{0}\right) \subset B_{0}\left(\right.$ or $\left.T\left(A_{0}\right) \subset B_{0}\right)$;
(iii) $S$ is a $\left(\mathcal{Z}_{d}, T\right)$-contraction;
(iv) $u \in A_{0}$ is a coincidence point of $S$ and $T$, or $S u=T u$.

Then the functions $S$ and $T$ have at least a common best proximity point.

Proof. Let $u \in A_{0}$ and $S u=T u$. Since $S A_{0}$ is contained in $B_{0}$ (or $T\left(A_{0}\right) \subseteq B_{0}$ ), there exists an element $v \in A_{0}$ such that

$$
d(v, T u)=d(v, S u)=d(A, B) .
$$

Since $S$ and $T$ commute proximally, $T v=S v$. Therefore, $d(S u, S v)=d(T u, T v)$. If $d(S u, S v)=d(T u, T v)>0$, since $S$ is a $\left(\mathcal{Z}_{d}, T\right)$-contraction and by $\left(\zeta_{1}\right)$ we have

$$
\begin{aligned}
0 & \leqslant \zeta(d(S u, S v), d(T u, T v)) \\
& <d(T u, T v)-d(S u, S v)=0
\end{aligned}
$$

which is a contradiction. Therefore, $d(S u, S v)=d(T u, T v)=0$ or $S v=S u$ and $T v=T u$.

So, it follows that

$$
\begin{aligned}
& d(v, S v)=d(v, S u)=d(A, B), \\
& d(v, T v)=d(v, T u)=d(A, B) .
\end{aligned}
$$

Therefore, $v$ is a common best proximity point of the mappings $S$ and $T$.
Now, using the above basic lemmas, we can state one of the main results of this article.
Theorem 2. Let $A$ and $B$ be nonempty subsets of a complete metric space $(X, d)$. Moreover, assume that $A_{0}$ is nonempty and closed. Let also the nonself mappings $S, T$ : $A \rightarrow B$ satisfy the following conditions:
(i) $S$ and $T$ commute proximally;
(ii) pair $(A, B)$ has the $P$-property;
(iii) $S$ is a $\left(\mathcal{Z}_{d}, T\right)$-contraction;
(iv) $S A_{0} \subseteq T A_{0}$ and $S A_{0} \subseteq B_{0}\left(\right.$ or $\left.T A_{0} \subseteq B_{0}\right)$;
(v) $S$ and $T$ are continuous.

Then $S$ and $T$ have a unique common best proximity point.
Proof. Let $a_{0}$ be an element in $A_{0}$. Since $S\left(A_{0}\right) \subseteq T\left(A_{0}\right)$, there exists an element $a_{1}$ in $A_{0}$ such that $S a_{0}=T a_{1}$. Proceeding inductively, it can be shown that there exists a sequence $\left\{a_{n}\right\}$ in $A_{0}$ such that

$$
S a_{n-1}=T a_{n}
$$

Let there exist $n_{0} \in \mathbb{N}$ such that $S a_{n_{0}-1}=S a_{n_{0}}$. By $S\left(\left\{a_{n}\right\}\right) \subseteq B_{0}\left(\right.$ or $\left.T\left(\left\{a_{n}\right\}\right) \subseteq B_{0}\right)$ then there exists $u \in A_{0}$ such that

$$
\begin{equation*}
d\left(u, T a_{n_{0}}\right)=d\left(u, S a_{n_{0}-1}\right)=d\left(u, S a_{n_{0}}\right)=d(A, B) \tag{4}
\end{equation*}
$$

Since $S$ and $T$ commute proximally, $S u=T u$. Again, since $S u \in B_{0}$ (or $T u \in B_{0}$ ), there exists $v \in A_{0}$ such that

$$
\begin{equation*}
d(v, T u)=d(v, S u)=d(A, B) \tag{5}
\end{equation*}
$$

Let $d(u, v)>0$. Because pair $(A, B)$ has the P-property, by (4) and (5) we have

$$
d\left(S u, S a_{n_{0}}\right)=d\left(T u, T a_{n_{0}}\right)=d(u, v)>0 .
$$

Since $S$ is a $\left(\mathcal{Z}_{d}, T\right)$-contraction, then by $\left(\zeta_{1}\right)$ we have

$$
\begin{aligned}
0 & \leqslant \zeta\left(d\left(S u, S a_{n_{0}}\right), d\left(T u, T a_{n_{0}}\right)\right), \\
& <d\left(T u, T a_{n_{0}}\right)-d\left(S u, S a_{n_{0}}\right)=0,
\end{aligned}
$$

which is a contradiction. Therefore, $d(u, v)=0$, and by (5) $u$ is a common best proximity point of $S$ and $T$. In the case the proof is finalized.

So, we can suppose that $S a_{n-1} \neq S a_{n}$ for every $n \in \mathbb{N}$. Therefore, $d\left(T a_{n-1}, T a_{n}\right)$ and $d\left(S a_{n-1}, S a_{n}\right)$ both have positive values for every $n \in \mathbb{N}$. In view of the fact that $S\left(A_{0}\right)$ is contained in $B_{0}$, there exists a sequence $\left\{u_{n}\right\}$ in $A_{0}$ such that

$$
\begin{equation*}
d\left(u_{n}, S a_{n}\right)=d(A, B) \tag{6}
\end{equation*}
$$

for every nonnegative integer $n$. So, it follows from the choice of $\left\{a_{n}\right\}$ that

$$
d\left(u_{n-1}, T a_{n}\right)=d\left(u_{n-1}, S a_{n-1}\right)=d(A, B)
$$

for every positive integer $n$. Because of this fact the mappings $S$ and $T$ are commuting proximally

$$
S u_{n-1}=T u_{n} .
$$

Moreover, $(A, B)$ have P-property, therefore,

$$
\begin{align*}
d\left(u_{n-1}, u_{n}\right) & =d\left(S a_{n-1}, S a_{n}\right) \\
d\left(u_{n-2}, u_{n-1}\right) & =d\left(T a_{n-1}, T a_{n}\right) \tag{7}
\end{align*}
$$

Since $S$ is a $\left(\mathcal{Z}_{d}, T\right)$-contraction and by (7) and $\left(\zeta_{1}\right)$ we have

$$
\begin{aligned}
0 & \leqslant \zeta\left(d\left(S a_{n-1}, S a_{n}\right), d\left(T a_{n-1}, T a_{n}\right)\right) \\
& <d\left(T a_{n-1}, T a_{n}\right)-\left(d\left(S a_{n-1}, S a_{n}\right)\right. \\
& =d\left(u_{n-2}, u_{n-1}\right)-d\left(u_{n-1}, u_{n}\right)
\end{aligned}
$$

for every positive integer $n$, then

$$
d\left(u_{n-1}, u_{n}\right)<d\left(u_{n-2}, u_{n-1}\right)
$$

This implies that the sequence $d\left(u_{n-1}, u_{n}\right)$ is decreasing, and so there is a $d \geqslant 0$ such that $d\left(u_{n-1}, u_{n}\right) \rightarrow d$. Suppose that $d>0$, using property ( $\zeta_{2}$ ) of simulation function, with $p_{n}=d\left(S a_{n-1}, S a_{n}\right)$ and $q_{n}=d\left(T a_{n-1}, T a_{n}\right)$, we have

$$
0 \leqslant \lim \sup \zeta\left(d\left(S a_{n-1}, S a_{n}\right), d\left(T a_{n-1}, T a_{n}\right)\right)<0
$$

which is a contradiction, and hence $d=0$.

The next step is to show that the sequence $\left\{u_{n}\right\}$ is a Cauchy. Assume that $\left\{u_{n}\right\}$ is not Cauchy. Then by Lemma 2.1 of [13], there exists an $\epsilon>0$ and two subsequences $\left\{u_{n_{k}}\right\}$ and $\left\{u_{m_{k}}\right\}$ of $\left\{u_{n}\right\}$ such that $n_{k}>m_{k} \geqslant k, d\left(u_{n_{k}}, u_{m_{k}}\right) \geqslant \epsilon$ for all $k \in \mathbb{N}$, and

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} d\left(u_{n_{k}}, u_{m_{k}}\right)=\lim _{k \rightarrow+\infty} d\left(u_{n_{k}+1}, u_{m_{k}+1}\right)=\epsilon . \tag{8}
\end{equation*}
$$

Then we can assume that $d\left(u_{n_{k}+1}, u_{m_{k}+1}\right)>0$ for all $k \in \mathbb{N}$. Since pair $(A, B)$ has the P-property, therefore, by (6) we have for all $k \in \mathbb{N}$,

$$
\begin{align*}
d\left(u_{n_{k}}, u_{m_{k}}\right) & =d\left(T a_{n_{k}+1}, T a_{m_{k}+1}\right), \\
d\left(u_{n_{k}+1}, u_{m_{k}+1}\right) & =d\left(S a_{n_{k}+1}, S a_{m_{k}+1}\right) . \tag{9}
\end{align*}
$$

By (8) and (9) we have

$$
\lim _{k \rightarrow+\infty} d\left(S a_{n_{k}+1}, S a_{m_{k}+1}\right)=\lim _{k \rightarrow+\infty} d\left(T a_{n_{k}+1}, T a_{m_{k}+1}\right)=\epsilon
$$

Let $p_{k}=d\left(S a_{n_{k}+1}, S a_{m_{k}+1}\right)$ and $q_{k}=d\left(T a_{n_{k}+1}, T a_{m_{k}+1}\right)$.
Since $d\left(S a_{n_{k}+1}, S a_{m_{k}+1}\right)>0$ and $d\left(T a_{n_{k}+1}, T a_{m_{k}+1}\right)>0$ for all $k \in \mathbb{N}$ and $p_{k}<q_{k}$ by Remark 1(ii), then by using property ( $\zeta_{2}$ ) of simulation function we obtain

$$
0 \leqslant \limsup _{k \rightarrow+\infty} \zeta\left(d\left(S a_{n_{k}+1}, S a_{m_{k}+1}\right), d\left(T a_{n_{k}+1}, T a_{m_{k}+1}\right)\right)<0
$$

which is a contradiction. We conclude that the sequence $\left\{u_{n}\right\}$ is Cauchy. Since $(X, d)$ is a complete metric space and $A_{0}$ is a closed subset of $X$, there exists $u$ in $A_{0}$ such that $\lim _{n \rightarrow+\infty} u_{n}=u$. Because of the continuity of the mappings $S$ and $T$,

$$
\begin{equation*}
T u=\lim _{n \rightarrow+\infty} T u_{n}=\lim _{n \rightarrow+\infty} S u_{n-1}=S u . \tag{10}
\end{equation*}
$$

Therefore, $u$ is a coincidence point of $S$ and $T$. Then by Lemmas 1 and 2, $S$ and $T$ have a unique common best proximity point.

Now, in the following theorem, we replace the continuity condition of $f$ and $g$ with another condition to get the same result.

Theorem 3. Let $A$ and $B$ be nonempty subsets of a complete metric space $(X, d)$, and let $A_{0}$ be nonempty. Let also the nonself mappings $S, T: A \rightarrow B$ satisfy the following conditions:
(i) $S$ and $T$ commute proximally;
(ii) pair $(A, B)$ has the $P$-property;
(iii) $S$ is a $\left(\mathcal{Z}_{d}, T\right)$-contraction;
(iv) $S A_{0} \subseteq T A_{0}$ and $S A_{0} \subseteq B_{0}$ (or $T A_{0} \subseteq B_{0}$ );
(v) $S A_{0}$ (or $T A_{0}$ ) is closed.

Then $S$ and $T$ have a unique common best proximity point.

Proof. We take the same sequence $\left\{a_{n}\right\}$ as in the proof of Theorem 2 and get that $d\left(T a_{n-1}, T a_{n}\right)$ and $d\left(S a_{n-1}, S a_{n}\right)$ both have positive values for every $n \in \mathbb{N}$. Since $S$ is a $\left(\mathcal{Z}_{d}, T\right)$-contraction and by $\left(\zeta_{1}\right)$ we have

$$
\begin{aligned}
0 & \leqslant \zeta\left(d\left(S a_{n-1}, S a_{n}\right), d\left(T a_{n-1}, T a_{n}\right)\right) \\
& <d\left(T a_{n-1}, T a_{n}\right)-d\left(S a_{n-1}, S a_{n}\right) \\
& =d\left(T a_{n-1}, T a_{n}\right)-d\left(T a_{n}, T a_{n+1}\right)
\end{aligned}
$$

for every positive integer $n$, then

$$
d\left(T a_{n}, T a_{n+1}\right)<d\left(T a_{n-1}, T a_{n}\right) .
$$

This implies that the sequence $d\left(T a_{n}, T a_{n+1}\right)$ is decreasing, and so there is a $d \geqslant 0$ such that $d\left(T a_{n}, T a_{n+1}\right) \rightarrow d$. Suppose that $d>0$, using property $\left(\zeta_{2}\right)$ of simulation function, with $p_{n}=d\left(S a_{n-1}, S a_{n}\right)$ and $q_{n}=d\left(T a_{n-1}, T a_{n}\right)$, we have

$$
0 \leqslant \lim \sup \zeta\left(d\left(S a_{n-1}, S a_{n}\right), d\left(T a_{n-1}, T a_{n}\right)\right)<0
$$

which is a contradiction and hence $d=0$.
The next step is to show that the sequence $\left\{T a_{n}\right\}$ is a Cauchy. Assume that $\left\{T a_{n}\right\}$ is not Cauchy. Then by Lemma 2.1 of [13] there exists an $\epsilon>0$ and two subsequences $\left\{T a_{n_{k}}\right\}$ and $\left\{T a_{m_{k}}\right\}$ of $\left\{T a_{n}\right\}$ such that $n_{k}>m_{k} \geqslant k$ and $d\left(T a_{n_{k}}, T a_{m_{k}}\right) \geqslant \epsilon$ for all $k \in \mathbb{N}$ and

$$
\lim _{k \rightarrow+\infty} d\left(T a_{n_{k}}, T a_{m_{k}}\right)=\lim _{k \rightarrow+\infty} d\left(T a_{n_{k}+1}, T a_{m_{k}+1}\right)=\epsilon .
$$

Then we can assume that $d\left(T a_{n_{k}+1}, T a_{m_{k}+1}\right)>0$ for all $k \in \mathbb{N}$. Therefore,

$$
\lim _{k \rightarrow+\infty} d\left(T a_{n_{k}}, T a_{m_{k}}\right)=\lim _{k \rightarrow+\infty} d\left(S a_{n_{k}}, S a_{m_{k}}\right)=\epsilon
$$

Let $p_{k}=d\left(S a_{n_{k}}, S a_{m_{k}}\right)$ and $q_{k}=d\left(T a_{n_{k}}, T a_{m_{k}}\right)$, then by using the simulation function property $\left(\zeta_{2}\right)$ we obtain

$$
0 \leqslant \limsup _{k \rightarrow+\infty} \zeta\left(d\left(S a_{n_{k}}, S a_{m_{k}}\right), d\left(T a_{n_{k}}, T a_{m_{k}}\right)\right)<0
$$

which is a contradiction. We conclude that the sequence $\left\{T a_{n}\right\}$ is Cauchy.
Since $T a_{n}=S a_{n-1} \in S\left(A_{0}\right) \subseteq T\left(A_{0}\right)$ for all $n \in \mathbb{N}$, therefore, $\left\{T a_{n}\right\}$ is included in $S\left(A_{0}\right) \subseteq T\left(A_{0}\right)$. Since $\left(T\left(A_{0}\right), d\right)$ (or $\left(S\left(A_{0}\right), d\right)$ ) is a closed subset of $X$ and $(X, d)$ is a complete metric space, then there exists $v \in T A_{0}$ such that $T a_{n} \rightarrow v$, that is,

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} d\left(T a_{n}, v\right)=0 \tag{11}
\end{equation*}
$$

Since $S a_{n-1}=T a_{n}$ for all $n \in \mathbb{N}$, we also have that

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} d\left(S a_{n}, v\right)=0 \tag{12}
\end{equation*}
$$

Let $u \in A_{0}$ be any point such that $T u=v$.

Now, we show that $u$ is a coincidence point of $S$ and $T$. If not, that is, $v=T u \neq S u$, then we have $d(S u, T u)=\gamma>0$. Then using (11), there exists $m_{0} \in \mathbb{N}$ such that $d\left(T a_{n}, T u\right)<\gamma$ for all $n \geqslant m_{0}$. Therefore,

$$
d\left(T a_{n}, T u\right)<\gamma=d(S u, T u) \quad \text { for all } n \geqslant m_{0}
$$

Then $T a_{n} \neq S u$ for all $n \geqslant m_{0}$, and therefore,

$$
\begin{equation*}
d\left(S a_{n}, S u\right)=d\left(T a_{n+1}, S u\right)>0 \quad \text { for all } n \geqslant m_{0} \tag{13}
\end{equation*}
$$

If there exists $m_{1} \in \mathbb{N}$ such that

$$
T a_{n}=T u \quad \text { for all } n \geqslant m_{1},
$$

then $T a_{n}=T a_{n+1}$ for all $n \geqslant m_{1}$, which contradicts the positiveness of $d\left(T a_{n}, T a_{n+1}\right)$ for all $n \in \mathbb{N}$. Therefore, there exists $\left\{a_{\beta(n)}\right\} \subseteq\left\{a_{n}\right\}$ such that

$$
\begin{equation*}
T a_{\beta(n)} \neq T u \quad \text { for all } n \in \mathbb{N} . \tag{14}
\end{equation*}
$$

Let $m_{2} \in \mathbb{N}$ such that $\beta\left(m_{2}\right) \geqslant m_{0}$, then by (13) and (14) we have

$$
d\left(S a_{\beta(n)}, S u\right)>0 \quad \text { and } \quad d\left(T a_{\beta(n)}, T u\right)>0 \quad \text { for all } n \geqslant m_{2} .
$$

Then by using property $\left(\zeta_{2}\right)$ of simulation function we obtain

$$
\begin{aligned}
0 & \leqslant \zeta\left(d\left(S a_{\beta(n)}, S u\right), d\left(T a_{\beta(n)}, T u\right)\right) \\
& <d\left(T a_{\beta(n)}, T u\right)-d\left(S a_{\beta(n)}, S u\right) \quad \text { for all } n \geqslant n_{2}
\end{aligned}
$$

Letting $n \rightarrow+\infty$, by (11) and (12) we obtain

$$
0 \leqslant \zeta\left(d\left(S a_{\beta(n)}, S u\right), d\left(T a_{\beta(n)}, T u\right)\right)<0
$$

which is a contradiction. Therefore, $u$ is a coincidence point of $S$ and $T$.
Finally, using Lemmas 1 and 2 , it is proved that $u$ is unique common best proximity point of $S$ and $T$.

## 4 Consequences

In this section, we present some results where Theorems 2 and 3 can be applied. In other words, we show that the simulation functions can be used for different types of contraction conditions in an only method.
Corollary 1 [Banach type]. Let $A$ and $B$ be nonempty subsets of a complete metric space $(X, d)$, and let $A_{0}$ be nonempty. Moreover, the nonself mappings $S, T: A \rightarrow B$ satisfy the following conditions:
(i) $S$ and $T$ commute proximally;
(ii) pair $(A, B)$ has the $P$-property;
(iii) there exists $\alpha \in[0,1)$ such that $d(S x, S y) \leqslant \alpha d(T x, T y)$ for all $x, y \in X$ such that $T x \neq T y$;
(iv) $S A_{0} \subseteq T A_{0}$ and $S A_{0} \subseteq B_{0}$ (or $T A_{0} \subseteq B_{0}$ );
(v) $S$ and $T$ are continuous, and $A_{0}$ is closed or at least one of the sets of $S A_{0}$ and $T A_{0}$ are closed.

Then $S$ and $T$ have a unique common best proximity point.
Proof. The proof follows from Theorem 2 (or 3) by choosing the simulation function as $\zeta(p, q)=\alpha q-p$ for all $p, q \in[0,+\infty)$.

Corollary 2. Let $A$ and $B$ be nonempty subsets of a complete metric space $(X, d)$, and let $A_{0}$ be nonempty. Moreover, $\chi, \varphi:[0,+\infty) \rightarrow[0,+\infty)$ be continuous, nondecreasing functions such that $\chi^{-1}(0)=\varphi^{-1}(0)=\{0\}$ and $\chi(t)<t \leqslant \varphi(t)$ for all $t>0$. Let also the nonself mappings $S, T: A \rightarrow B$ satisfy the following conditions:
(i) $S$ and $T$ commute proximally;
(ii) pair $(A, B)$ has the $P$-property;
(iii) $\varphi(d(S x, S y)) \leqslant \chi(d(T x, T y))$ for all $x, y \in X$ such that $T x \neq T y$;
(iv) $S A_{0} \subseteq T A_{0}$ and $S A_{0} \subseteq B_{0}$ (or $T A_{0} \subseteq B_{0}$ );
(v) $S$ and $T$ are continuous, and $A_{0}$ is closed or at least one of the sets of $S A_{0}$ and $T A_{0}$ are closed.

Then $S$ and $T$ have a unique common best proximity point.
Proof. The proof follows from Theorem 2 (or 3) by choosing the simulation function as $\zeta(p, q)=\chi(q)-\varphi(p)$ for all $p, q \in[0,+\infty)$.

Corollary 3. Let $A$ and $B$ be nonempty subsets of a complete metric space $(X, d)$, and let $A_{0}$ be nonempty. Moreover, $\psi:[0,+\infty) \rightarrow[0,+\infty)$ is a lower semicontinuous function such that $\psi^{-1}(0)=\{0\}$. Let also the nonself mappings $S, T: A \rightarrow B$ satisfy the following conditions:
(i) $S$ and $T$ commute proximally;
(ii) pair $(A, B)$ has the P-property;
(iii) $d(S x, S y) \leqslant d(T x, T y)-\psi(d(T x, T y))$ for all $x, y \in X$ such that $T x \neq T y$;
(iv) $S A_{0} \subseteq T A_{0}$ and $S A_{0} \subseteq B_{0}$ (or $T A_{0} \subseteq B_{0}$ );
(v) $S$ and $T$ are continuous, and $A_{0}$ is closed or at least one of the sets of $S A_{0}$ and $T A_{0}$ are closed.

Then $S$ and $T$ have a unique common best proximity point.
Proof. The proof follows from Theorem 2 (or 3) by choosing the simulation function as $\zeta(p, q)=q-\psi(q)-p$ for all $p, q \in[0,+\infty)$.

Corollary 4 [Rhoades type]. Let $A$ and $B$ be nonempty subsets of a complete metric space $(X, d)$, and let $A_{0}$ be nonempty. Moreover, $\psi:[0,+\infty) \rightarrow[0,+\infty)$ is a continuous
function such that $\psi^{-1}(0)=\{0\}$. Let also the nonself mappings $S, T: A \rightarrow B$ satisfy the following conditions:
(i) $S$ and $T$ commute proximally;
(ii) pair $(A, B)$ has the $P$-property;
(iii) $d(S x, S y) \leqslant d(T x, T y)-\psi(d(T x, T y))$ for all $x, y \in X$ such that $T x \neq T y$;
(iv) $S A_{0} \subseteq T A_{0}$ and $S A_{0} \subseteq B_{0}$ (or $T A_{0} \subseteq B_{0}$ );
(v) $S$ and $T$ are continuous, and $A_{0}$ is closed or at least one of the sets of $S A_{0}$ and $T A_{0}$ are closed.

Then $S$ and $T$ have a unique common best proximity point.
Proof. It is a special instance of the above consequence.
Corollary 5. Let $A$ and $B$ be nonempty subsets of a complete metric space $(X, d)$, and let $A_{0}$ be nonempty. Moreover, $\eta:[0,+\infty) \rightarrow[0,1)$ is a function, which satisfies $\limsup _{t \rightarrow r^{+}} \eta(t)<1$ for all $r>0$. Let also the nonself mappings $S, T: A \rightarrow B$ satisfy the following conditions:
(i) $S$ and $T$ commute proximally;
(ii) pair $(A, B)$ has the $P$-property;
(iii) $d(S x, S y) \leqslant d(T x, T y) \eta(d(T x, T y))$ for all $x, y \in X$ such that $T x \neq T y$;
(iv) $S A_{0} \subseteq T A_{0}$ and $S A_{0} \subseteq B_{0}\left(\right.$ or $\left.T A_{0} \subseteq B_{0}\right)$;
(v) $S$ and $T$ are continuous, and $A_{0}$ is closed or at least one of the sets of $S A_{0}$ and $T A_{0}$ are closed.

Then $S$ and $T$ have a unique common best proximity point.
Proof. The proof follows from Theorem 2 (or 3) by choosing the simulation function as $\zeta(p, q)=q \eta(q)-p$ for all $p, q \in[0,+\infty)$.

Corollary 6. Let $A$ and $B$ be nonempty subsets of a complete metric space $(X, d)$, and let $A_{0}$ be nonempty. Moreover, $\phi:[0,+\infty) \rightarrow[0,+\infty)$ is a function such that $\int_{0}^{\epsilon} \phi(u) \mathrm{d} u$ exists and $\int_{0}^{\epsilon} \phi(u) \mathrm{d} u>\epsilon$ for all $\epsilon>0$. Let also the nonself mappings $S, T: A \rightarrow B$ satisfy the following conditions:
(i) $S$ and $T$ commute proximally;
(ii) pair $(A, B)$ has the $P$-property;
(iii) $\int_{0}^{d(S x, S y)} \phi(u) \mathrm{d} u \leqslant d(T x, T y)$ for all $x, y \in X$ such that $T x \neq T y$;
(iv) $S A_{0} \subseteq T A_{0}$ and $S A_{0} \subseteq B_{0}$ (or $T A_{0} \subseteq B_{0}$ );
(v) $S$ and $T$ are continuous, and $A_{0}$ is closed or at least one of the sets of $S A_{0}$ and $T A_{0}$ are closed.

Then $S$ and $T$ have a unique common best proximity point.
Proof. The proof follows from Theorem 2 (or 3) by choosing the simulation function as $\zeta(p, q)=q-\int_{0}^{p} \phi(u) \mathrm{d} u$ for all $p, q \in[0,+\infty)$.

Corollary 7. Let $A$ and $B$ be nonempty subsets of a complete metric space $(X, d)$, and let $A_{0}$ be nonempty. Moreover, $h, k:[0,+\infty) \times[0,+\infty) \rightarrow(0,+\infty)$ be two continuous functions with respect to each variable such that $h(p, q)>k(p, q)$ for all $p, q>0$. Let also the nonself mappings $S, T: A \rightarrow B$ satisfy the following conditions:
(i) $S$ and $T$ commute proximally;
(ii) pair $(A, B)$ has the P-property;
(iii) for all $x, y \in X$ such that $T x \neq T y$,

$$
\frac{h(d(S x, S y), d(T x, T y))}{k(d(S x, S y), d(T x, T y))} d(S x, S y) \leqslant d(T x, T y)
$$

(iv) $S A_{0} \subseteq T A_{0}$ and $S A_{0} \subseteq B_{0}\left(\right.$ or $\left.T A_{0} \subseteq B_{0}\right)$;
(v) $S$ and $T$ are continuous, and $A_{0}$ is closed or at least one of the sets of $S A_{0}$ and $T A_{0}$ are closed.

Then $S$ and $T$ have a unique common best proximity point.
Proof. The proof follows from Theorem 2 (or 3) by choosing the simulation function as $\zeta(p, q)=q-h(p, q) / k(p, q) p$ for all $p, q \in[0,+\infty)$.

## 5 Examples

Example 2. Suppose $X=\mathbb{R}$ is equipped with Euclidean metric. Let

$$
\begin{aligned}
& A:=\{(0, a): 0<a \leqslant 1\}, \\
& B:=\{(1, a): 0<a \leqslant 1\} .
\end{aligned}
$$

It is easy to see $d(A, B)=1, A_{0}=A$ and $B_{0}=B$. We define $S, T: A \rightarrow B$ by

$$
S(0, a)=(1,1), \quad T(0, a)=(1, a) .
$$

Assume that

$$
d(u, S x)=d(v, T x)=d(A, B)=1,
$$

we conclude from the above equation $u=(0,1), v=x$. Then $S v=T u=(1,1)$, and therefore, $S$ and $T$ commute proximally. Furthermore,

$$
\zeta_{\lambda}(d(S x, S y), d(T x, T y))=\lambda|y-x| \geqslant 0
$$

Then $S$ is a $\left(\mathcal{Z}_{d}, T\right)$-contraction with respect to $\zeta_{\lambda}$. Clearly, $S$ and $T$ are continuous, $S\left(A_{0}\right) \subseteq T\left(A_{0}\right), S\left(A_{0}\right) \subseteq B_{0}$, and $(A, B)$ has P-property. Finally, by Theorem 2 we can conclude that $(0,1)$ is the unique common best proximity point of $S$ and $T$.

In the next example, we suppose that $\zeta(p, q):[0,+\infty) \times[0,+\infty) \rightarrow \mathbb{R}$ with $\zeta(p, q)=$ $q-(p+4) /(p+2) p$. Clearly, $\zeta$ is a simulation function.

Example 3. Consider $X=\{0,1,2,3, \ldots\}, A=\{0,1,3,5, \ldots\}$, and $B=\{0,2,4,6$, $\ldots\}$. Let $d: X \times X \rightarrow[0,+\infty)$ be a metric on $X$ defined by

$$
d(x, y)= \begin{cases}x+y & \text { if } x \neq y \\ 0 & \text { if } x=y\end{cases}
$$

Clearly, $A_{0}=\{0\}, B_{0}=\{0\}, d(A, B)=0$, and the pair $(A, B)$ has the P-property. Suppose that $S, T: A \rightarrow B$ are defined by

$$
S x=\left\{\begin{array}{ll}
x-3 & \text { if } x \in\{5,7,9, \ldots\}, \\
0 & \text { if } x=0,1,3,
\end{array} \quad T x= \begin{cases}x-1 & \text { if } x \in\{3,5,7, \ldots\} \\
0 & \text { if } x=0,1\end{cases}\right.
$$

If $d(u, S x)=d(v, T x)=d(A, B)=0$, then $u=S x$ and $v=T x$, and therefore, according to the definitions of $S$ and $T$, we have $u=v=0$. Then $S v=T u$, or $S$ and $T$ commute proximally.

Now, in the following cases, we show that $S$ is a $\left(\mathcal{Z}_{d}, T\right)$-contraction.
Case 1. If $x=0,1$ then we have the following subcases.
(i) If $y=3$, then $S x=S y=T x=0$ and $T y=2$. Then (1) is satisfied.
(ii) If $y \in\{5,7,9, \ldots\}$, then $S x=T x=0, S y=y-3$, and $T y=y-1$. Therefore,

$$
\zeta(d(S x, S y), d(T x, T y))=\zeta(y-3, y-1)=y-1-\frac{y+1}{y-1}(y-3)=\frac{4}{y-1} \geqslant 0
$$

Case 2. If $x=3$ then, we have the following subcases.
(i) If $y=0,1$, then $S x=S y=T y=0$ and $T x=2$. Then (1) is satisfied.
(ii) If $y \in\{5,7,9, \ldots\}$, then $S x=0, S y=y-3, T x=2$, and $T y=y-1$. Therefore,

$$
\zeta(d(S x, S y), d(T x, T y))=\zeta(y-3, y+1)=y+1-\frac{y+1}{y-1}(y-3)=\frac{2 y+2}{y-1} \geqslant 0 .
$$

Case 3. If $x \in\{5,7,9, \ldots\}$, then we have the following subcases.
(i) If $y=0,1$, then $S x=x-3, S y=T y=0$, and $T x=x-1$. Then, in this subcase, similar to subcase 1(ii), (1) is satisfied.
(ii) If $y=3$, then $S x=x-3, S y=0, T x=x-1$, and $T y=2$. Then, in this subcase, similar to subcase 2(ii), (1) is satisfied.
(iii) If $y \in\{5,7,9, \ldots\}$, then $S x=x-3, S y=y-3, T x=x-1$, and $T y=y-1$. Then

$$
\begin{aligned}
(d(S x, S y), d(T x, T y)) & =\zeta(x+y-6, x+y-2) \\
& =x+y-2-\frac{x+y-2}{x+y-4}(x+y-6) \\
& =\frac{2 x+2 y-4}{x+y-4} \geqslant 0 .
\end{aligned}
$$

Thus (1) is verified.

It is easy to see that the other hypotheses of Theorem 3 are satisfied. Therefore, 0 is a unique common best proximity point of $S$ and $T$.

Remark 2. Using the Archimedean property for all $\alpha \in(0,1)$, we know that there exists $x \in\{5,7,9, \ldots\}$ such that $(1-\alpha) x>\alpha+3$, then

$$
(\alpha-1) x<-(\alpha+3) \quad \text { implies } \quad \alpha(x+1)-(x-3)<0 .
$$

If $\zeta(p, q)=\alpha q-p$ and $y=3$ in the previous example, then we have

$$
\zeta(d(S x, S y), d(T x, T y))=\alpha(x+1)-(x-3)<0 .
$$

Therefore, the previous example does not apply to the Banach contraction.

## 6 Application to nonlinear fractional differential equation

In the last decades, two topics have been densely studied: "fixed point theory" and "fractional differential". Relatively, fractional calculus and fractional differential are very fresh topics for the researchers, and recently, several notable results in fixed point have been recorded [2-4].

In this section, we provide an application for our results in the fractional equations, and we investigate the existence of a solution for Caputo fractional boundary value problems of order $\beta \in(n-1, n]$, where $n \geqslant 2$.

Let $\beta \in \mathbb{R}^{+}$, and let $M(t)$ be a continuous function. Then we define the Caputo derivative of fractional order $\beta$ as follows:

$$
{ }^{c} D^{\beta} M=J^{[\beta]-\beta} D^{[\beta]} M,
$$

where $[\beta]$ is the smallest integer, which is greater than or equal to $\beta$, and $J^{\beta}$ is the Riemann-Liouville integral operator of order $\beta \geqslant 0$ defined by

$$
J^{\beta} M(t)=\frac{1}{\Gamma(\beta)} \int_{0}^{t}(t-s)^{\beta-1} M(s) \mathrm{d} s
$$

such that $\Gamma(\beta)=\int_{0}^{+\infty} t^{\beta-1} \mathrm{e}^{-t} \mathrm{~d} t$, and $J^{0}$ is the identity operator.
According to the conditions, we consider the following nonlinear fractional differential equation:

$$
\begin{equation*}
\left({ }^{c} D^{\beta} u\right)(t)=h(t, u(t)), \quad t \in[0,1], n-1<\beta \leqslant n \tag{15}
\end{equation*}
$$

with

$$
\begin{equation*}
u(0)=u^{\prime}(0)=\cdots=u^{(n-2)}(0)=0 \quad \text { and } \quad u(1)=\int_{0}^{\nu} u(s) \mathrm{d} s \tag{16}
\end{equation*}
$$

where $\nu \in[0,1]$ and $h:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$.

Now, we discuss the application of common techniques to the solution of boundary value problem (BVP) (15)-(16).

We define the operator equation $S: C[0,1] \rightarrow C[0,1]$ as follows:

$$
\begin{aligned}
S(x)(t)= & \frac{n t^{n-1}}{\left(n-\nu^{n}\right) \Gamma(\beta)} \int_{0}^{\nu} \int_{0}^{s}(s-\theta)^{\beta-1} h(\theta, x(\theta)) \mathrm{d} \theta \mathrm{~d} s \\
& -\frac{n t^{n-1}}{\left(n-\nu^{n}\right) \Gamma(\beta)} \int_{0}^{1}(1-s)^{\beta-1} h(s, x(s)) \mathrm{d} s \\
& +\frac{1}{\Gamma(\beta)} \int_{0}^{t}(t-s)^{\beta-1} h(s, x(s)) \mathrm{d} s
\end{aligned}
$$

Meanwhile, the metric space $(C[0,1],\|\cdot\|)$ is endowed with the metric $d$ defined by

$$
d(x, y)=\|x-y\|_{\infty}=\sup \{|x(t)-y(t)|: t \in[0,1]\}
$$

for all $x, y \in C[0,1]$.
Theorem 4. If for all $t \in[0,1]$ and for all $x, y \in C[0,1]$, there exists $K_{1}$ with

$$
\begin{equation*}
K_{1} \leqslant \frac{\left(n-\nu^{n}\right) \Gamma(\beta+2)(d(S x+S y)+2)}{\left(n \nu^{\beta+1}+(\beta+1)\left(2 n-\nu^{n}\right)\right)(d(S x, S y)+4)} \tag{17}
\end{equation*}
$$

such that $|f(t, x(t))-f(t, y(t))| \leqslant K_{1}(|x(t)-y(t)|)$. Then BVP (15)-(16) has a unique solution in $C[0,1]$.

Proof. Using the definition of $S$ and the assumptions of the theorem, we have

$$
\begin{aligned}
& \frac{d(S x, S y)+4}{d(S x, S y)+2}|S x(t)-S y(t)| \\
& \quad=\frac{d(S x, S y)+4}{d(S x, S y)+2} \left\lvert\, \frac{n t^{n-1}}{\left(n-\nu^{n}\right) \Gamma(\beta)} \int_{0}^{\nu} \int_{0}^{s}(s-\theta)^{(\beta-1)}(h(\theta, x(\theta))-h(\theta, y(\theta))) \mathrm{d} \theta \mathrm{~d} s\right. \\
& \quad-\frac{n t^{n-1}}{\left(n-\nu^{n}\right) \Gamma(\beta)} \int_{0}^{1}(1-s)^{\beta-1}(h(s, x(s))-h(s, y(s))) \mathrm{d} s \\
& \left.\quad+\frac{1}{\Gamma(\beta)} \int_{0}^{t}(t-s)^{\beta-1}(h(s, x(s))-h(s, y(s))) \mathrm{d} s \right\rvert\, \\
& \quad \leqslant \frac{(d(S x, S y)+4) n t^{n-1}}{(d(S x, S y)+2)\left(n-\nu^{n}\right) \Gamma(\beta)} \int_{0}^{\nu} \int_{0}^{s}|(s-\theta)|^{(\beta-1)}|h(\theta, x(\theta))-h(\theta, y(\theta))| \mathrm{d} \theta \mathrm{~d} s
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{(d(S x, S y)+4) n t^{n-1}}{(d(S x, S y)+2)\left(n-\nu^{n}\right) \Gamma(\beta)} \int_{0}^{1}|1-s|^{\beta-1}|h(s, x(s))-h(s, y(s))| \mathrm{d} s \\
& +\frac{d(S x, S y)+4}{(d(S x, S y)+2) \Gamma(\beta)} \int_{0}^{t}|t-s|^{\beta-1}|h(s, x(s))-h(s, y(s))| \mathrm{d} s \\
\leqslant & \frac{(d(S x, S y)+4) n K_{1} t^{n-1}}{(d(S x, S y)+2)\left(n-\nu^{n}\right) \Gamma(\beta)} \int_{0}^{\nu} \int_{0}^{s}|s-\theta|^{(\beta-1)}|x(\theta)-y(\theta)| \mathrm{d} \theta \mathrm{~d} s \\
& +\frac{(d(S x, S y)+4) n K_{1} t^{n-1}}{(d(S x, S y)+2)\left(n-\nu^{n}\right) \Gamma(\beta)} \int_{0}^{1}|1-s|^{\beta-1}|x(s)-y(s)| \mathrm{d} s \\
& +\frac{(d(S x, S y)+4) K_{1}}{(d(S x, S y)+2) \Gamma(\beta)} \int_{0}^{t}|t-s|^{\beta-1}|x(s)-y(s)| \mathrm{d} s \\
\leqslant & \frac{(d(S x, S y)+4) n K_{1} t^{n-1}}{(d(S x, S y)+2)\left(n-\nu^{n}\right) \Gamma(\beta)} d(x, y) \int_{0}^{\nu} \int_{0}^{s}|s-\theta|^{(\beta-1)} \mathrm{d} \theta \mathrm{~d} s \\
& +\frac{(d(S x, S y)+4) n K_{1} t^{n-1}}{(d(S x, S y)+2)\left(n-\nu^{n}\right) \Gamma(\beta)} d(x, y) \int_{0}^{1}|1-s|^{\beta-1} \mathrm{~d} s \\
& +\frac{(d(S x, S y)+4) K_{1}}{(d(S x, S y)+2) \Gamma(\beta)} d(x, y) \int_{0}^{t}|t-s|^{\beta-1} \mathrm{~d} s .
\end{aligned}
$$

Since $t \in[0,1]$, then using a simple calculation and (17), we have

$$
\begin{aligned}
& \frac{d(S x, S y)+4}{d(S x, S y)+2}|S x(t)-S y(t)| \\
& \quad \leqslant \frac{(d(S x, S y)+4) K_{1} d(x, y)}{d(S x, S y)+2} \frac{1}{\Gamma(\beta+2)}\left[\frac{n \nu^{\beta+1}+(\beta+1)\left(2 n-\nu^{n}\right)}{\left(n-\nu^{n}\right)}\right] \\
& \quad \leqslant d(x, y)
\end{aligned}
$$

and

$$
\frac{d(S x, S y)+4}{d(S x, S y)+2} d(S x, S y) \leqslant d(x, y)
$$

If we consider $\zeta(p, q)=q-(p+4) /(p+2) p$ and $T=I$, then all the conditions of Theorem 3 are satisfied. This means that $S$ has a unique fixed point, that is, BVP (15)(16) has a unique solution in $C[0,1]$.

## 7 Conclusion

In this work, we consider a pair of nonlinear operators satisfying a nonlinear contraction involving a simulation function in a complete metric space. For this pair of operators with and without continuity, we establish common best proximity point results. Moreover, an application of our results is given to prove the existence of a solution for a nonlinear fractional differential equation.
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