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Abstract. This study analyzes the dynamics of exchange market pressure in Turkey by employing the Markov regime switching model for the period from January 2006 to December 2019. Our findings show that there are two regimes in the foreign exchange market, characterized as low- and high-pressure periods. The domination of the high-pressure regime in the sample period indicates that depreciation pressure prevails in the Turkish foreign exchange market. During this regime, the pressure is aggravated by the rising inflation, credit growth, and VIX, and the falling of short-term external debt. Thus, in the presence of capital flows, the preferences of policy authorities regarding price stability and growth determine the course of the pressure. When these policy choices favor credit-driven growth, depreciation pressure in the foreign exchange market is exacerbated through the current account deficit.
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1. Introduction

Following the financial crises experienced under the fixed exchange rate regime during the 1990s, several emerging market economies (EMEs) adopted inflation targeting and a flexible exchange rate regime (Bernanke et al., 1999). While the latter acts as a shock absorber (Edwards & Yeyati, 2005) against the shocks that hit the economy, the monetary policy aims at price stability. However, inflation targeting does not isolate economies from all external shocks (Siklos, 2018), although it contributes to exchange rate stability (Rose, 2007; Lin, 2010).

Many EMEs have intervened in the foreign exchange market despite a clear commitment to floating exchange rates (Ilzetzki et al., 2019). The fear of floating (Calvo & Reinhart, 2002) due to various factors, such as currency mismatches in balance sheets and the high exchange rate pass-through (Ostry et al., 2012), and the need to accumulate reserves against shocks (Aizenman & Hutchison, 2012) forces policy authorities to intervene in their foreign exchange market. Ghosh et al. (2016) argue that most emerging market central banks have an implicit comfort zone for smoothing large and abrupt exchange rate movements, even if they do not set an exchange rate target.

The global financial crisis (GFC) showed that high exchange rate volatility may lead to negative consequences for financial stability beyond price stability. Unconventional monetary policies implemented by advanced economies, mainly the Federal Reserve, including large asset purchases and near-zero policy rates, have accelerated capital inflows to EMEs (Dell’Ariccia et al., 2018). The abundance of global liquidity and monetary spillovers reveals the policy interconnectedness between advanced economies and EMEs, even under a flexible exchange rate regime1 (Taylor, 2013; Edwards, 2018). Rey (2013) also claims that the global financial cycle in capital flows, credit growth and asset prices exposes EMEs to new shocks. Due to global integration, the global financial cycle constrains domestic monetary policies; therefore, a floating exchange rate is not enough to insulate the domestic economy.

Exchange rate shocks triggered by changes in global liquidity conditions can cause conflicts between policy objectives (Obstfeld, 2015). In this respect, the concerns of high volatility in exchange rates arise over the international dimension of the risk-taking (financial) channel of monetary policy (Bruno & Shin, 2015; Georgiadis & Zhu, 2019). An exchange rate appreciated by capital flows may lead to credit expansion and a rise in aggregate demand by reducing the banking sector’s external costs. If the financial channel works effectively, there may be a conflict between price stability and growth. Potential financial vulnerabilities stemming from credit expansion may cause financial instability due to a sudden reversal in capital flows (Agénor et al., 2020). Hence, EMEs actively participated in the foreign exchange market to strengthen their international reserves against the risk of a sudden stop and to reduce appreciation pressure on their
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1 Clarida (2014) also asserted that including the interest rates of advanced economies in the policy reaction function may be optimal for EME central banks (Edwards, 2018).
domestic currency during accelerated capital inflows. Furthermore, when capital outflows increase, they step into the foreign exchange market to limit the macro-financial risks from depreciation pressures (Blanchard et al., 2015). Therefore, managed floating has become the standard for many EMEs in the post-crisis era, whether they have adopted inflation targeting or not\(^2\) (Frankel, 2019).

Recent literature has shown that reductions in the exchange rate pass-through (Mihaljek & Klau, 2008) and inflation targeting help stabilize exchange rate pressures (Feldkircher et al., 2014; Soe & Kakinaka, 2018). Contrary to systemic crisis periods when sudden stops cause capital outflows, monetary spillovers due to unconventional policies have increased interest in the relationship between financial stability and exchange rate pressure in EMEs (Mohanty, 2014; Aizenman & Binici, 2016; Ozcelebi, 2020).

The exchange rate volatility plays a crucial role in EME policy choices. To explain and control the effects of exchange rate volatility, it is necessary to know the dynamics of the exchange market and the factors that put pressure on the exchange rate (Ozcelebi, 2019). In intermediate regimes where policy authorities intervene in the foreign exchange market, the exchange rate cannot fully capture the pressure. This can be achieved using the exchange market pressure (EMP) index, which includes exchange rate changes and foreign exchange interventions (Klaassen & Jager, 2011; Olanipekun et al., 2019). The EMP index is an important tool for understanding developments in the foreign exchange market under different exchange rate regimes and for developing appropriate policy responses (Tanner, 2000, 2002).

Turkey is one of the EMEs exposed to the macro-financial risks associated with capital inflows in the post-crisis era. Accelerated credit growth and the appreciating Turkish Lira (TL), the increasing weight of portfolio inflows for financing a widening current account deficit have led to a need for a flexible policy framework towards changes in global risk appetite. Accordingly, in November 2010, the Central Bank of the Republic of Turkey (CBRT) designed a framework called the new policy mix. One of its intermediate targets was slowing down short-term capital inflows, while the exchange rate was one of the intermediate variables. Unconventional instruments, such as the reserve option mechanism and the asymmetric interest rate corridor, were employed to ensure exchange rate stability and achieve effective reserve management against sudden stop risks (Kara, 2013).

The high level and persistence of the current account deficit in the Turkish economy threatens the sustainability of its growth. Dependence on short-term capital inflows to finance growth makes the economy vulnerable to global financial conditions and external shocks. The risk of financial instability arising from external dominance puts pressure on the foreign exchange market. Therefore this paper aims to analyze the
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\(^2\) Blanchard et al. (2010) and Garcia et al. (2011) emphasized that exchange rate stability should be included in the reaction function of EME central banks.
dynamics of EMP in Turkey. To this end, we calculate the EMP index in Turkey and analyze its determinants during different periods. More specifically, a Markov regime switching (MS) model is employed to estimate EMP dynamics in Turkey for the period from January 2006 to December 2019.

Many studies have demonstrated the time-varying relationship between exchange rates and macroeconomic fundamentals (Frömmel et al., 2005; Junttila & Korhonen, 2011; Yuan 2011; Wu, 2015; Beckmann et al., 2018). MS models define different states of regimes and allow us to analyze the asymmetric behaviors of variables conditional on the regimes (Baharumshah et al., 2017). Kumah (2011) showed that MS models can help to understand the factors affecting low and high foreign exchange market pressures. Therefore, we investigate the determinants of EMP by employing the Markov Regime Switching Intercept Autoregressive Heteroscedasticity (MSIAH) model.

This study analyzes the EMP dynamics in Turkey with a time series in a nonlinear manner for a period covering before and after the GFC. Our study contributes to the literature in the following ways. First, our findings demonstrate that there are two different regimes in the Turkish foreign exchange market and determinants of EMP that exhibit asymmetrical behavior in terms of sign and magnitude. This supports claims about the nonlinear nature of the EMP and its time-varying relationship with macroeconomic factors (Kumah, 2011). Second, in the high-pressure regime, which dominates the sample period, an increase in inflation, credit growth, and the volatility index (VIX), and a decrease in short-term external debt exacerbate pressure in Turkey. This provides supporting empirical evidence for the importance of macroeconomic fundamentals, and capital flows in explaining the EMP in EMEs (Aizenman et al., 2012; Tan et al., 2020).

The rest of the paper is organized as follows. The next section describes the EMP index and the empirical literature on EMP. The third section introduces the estimated model and employed variables. The fourth section explains the MS model, and the fifth section reports the empirical findings. The following section concludes the paper.

2. Literature Review

2.1 Exchange Market Pressure Index

The EMP index, developed by Girton and Roper (1977), obtained by summing the change in the exchange rate and international reserves, is described as a variable that reflects the level of intervention required to achieve the exchange rate target. The Girton and Roper (1977) model, based on a monetary approach to ensure the balance of payments, assigns equal weights to components of the EMP index. In contrast, Roper and Turnovsky (1980) replaced the monetary model with a small open economy model by differentiating the equal weights assigned to the original index components. Weymark (1995) suggested a model-independent definition to formalize the EMP index. That
is, EMP measures the exchange rate changes that will eliminate excessive demand for a currency if there is no intervention in the exchange market. If the domestic currency fluctuates freely, the pressure in the foreign exchange market can be observed directly through exchange rate changes. In intermediate regimes, such as managed floating exchange rate changes, foreign exchange intervention measures should also be considered. To this end, Weymark (1995) put forward a more general formula that transforms the previous models into special cases and included an elasticity coefficient in the EMP calculation that converts observed intervention changes into exchange rate units.

Based on criticisms of model-dependent EMP measurements, alternative model-independent approaches have been developed. Unlike Weymark's (1995) model-dependent method, Eichengreen et al. (1996) calculated the index component weights independently from the model. They aimed to equalize the volatility of the components by using sample variances in the weight calculation and to eliminate the distortion effects of high volatility components on the index. They also added an interest rate component to the index, given that interest rate hikes are a policy option against speculative attacks.

Another discussion concerning the EMP index calculation is the form of the interest rate component. Van Horen et al. (2006) and Mody and Taylor (2007) considered the first difference of the domestic interest rate in their calculations. Eichengreen et al. (1996), Pentecost et al. (2001), and Hegerty (2009) employed the change in the interest rate differential. On the other hand, Klaassen and Jager (2011) opposed the inclusion of the traditional forms of interest component by proposing a definition-consistent EMP measurement. They suggested that the interest rate differential should be taken in level form by subtracting the counterfactual interest rate, in which the interest rate of a country lacks an exchange rate target, from the domestic interest rate.

2.2 Relevant Empirical Literature

Early EMP studies focused on the macroeconomic variables associated with the exchange rate and the implications of monetary policy. Pentecost et al. (2001) investigated the determinants of EMP on European currencies covering the period from 1980 to 1994. They concluded that the budget deficit, current account deficit, real depreciation, long-term interest rate, and differential money growth explain the EMP in five member countries of the European Exchange Rate Mechanism. Tanner (2002) analyzed the relationship between EMP and monetary policy in 32 EMEs. He argued that pressures were dampened by tightening the monetary policy stance, as reflected by domestic credit growth and the nominal interest rate differential. Gochoco-Bautista and Bautista (2005) examined the relationship between EMP and monetary policy in the Philip-
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3 Klaassen and Jager (2011) included the interest differential component with a negative sign in the EMP index. This differs from other studies in terms of the sign of the interest component, which is explained as a result of the flexible price monetary model. That is, the decrease in domestic currency demand due to increasing interest rates will cause price increases that will clear the money market and depreciate the domestic currency. Due to the long-term nature of the model, the increasing interest rates have a decreasing effect on the EMP index.
pines from January 1990 to April 2000, finding that the rising interest rate differential and the slowdown in credit growth decreases EMP in normal times, whereas the impact of the rise in the interest rate differential has a positive impact on EMP during crises.

Feldkircher et al. (2014) used a wide panel of 149 countries and 58 indicators to examine the leading indicators explaining EMP during the GFC. They found that price stability is a crucial determinant of the exchange rate pressure. In the pre-crisis period, the increase in domestic savings in countries with low inflation reduced the pressure. Hegerty (2014) explored the effects of macroeconomic variables, external factors, and commodity prices on the EMP in four Latin American countries for February 1992 to November 2010. Inflation was the key determinant of EMP, whereas increasing public debt and domestic credit growth had a relatively small effect. Panday (2015) analyzed the interaction between EMP and monetary policy in Nepal from 1975 to 2009. While the effect of the money multiplier and domestic credit was positive, output growth decreased EMP.

The interaction between capital flows and exchange rates and financial risk factors due to global financial integration and monetary spillovers (Plantin & Shin, 2016; Kalemlı-Özcan, 2019) has led to the investigation of the relationship between the EMP index and the vulnerabilities of EMEs. Aizenman et al. (2012) examined the determinants of EMP in 27 EMEs for the 2000s. They demonstrated that the declining income growth, increasing domestic credit, rising inflation, deteriorating trade balance, net portfolio debt outflows, and decreased gross short-term external debt increased EMP during the Great Moderation. While income, domestic credit, net portfolio debt outflows, and gross short-term external debt remained the determinants of EMP during the GFC, the coefficient of gross short-term external debt increased considerably at the beginning of the crisis. Investigating 2000Q1 – 2014Q3 for 50 OECD and EMEs, Aizenman and Binici (2016) concluded that external factors play a crucial role in EMP, while short-term capital flows have significant effects on the EMP in EMEs. Tan et al. (2020) showed that credit and portfolio flows are significant indicators of both extreme negative and positive EMP episodes in EMEs. Ozcelebi (2020) demonstrated that the increase in the developed country’s financial stress index raises the pressure on the EMP index in EMEs.

The studies which analyzed the EMP dynamics in Turkey can be classified into two groups. The first group used the EMP index as a dependent crisis variable to explain the determinants of currency crisis episodes. Çeşmeci and Önder (2008) investigated the determinants of currency crises for February 1992 – October 2004 with three different methods. With all the three methods, public sector variables, the real sector confidence index, and the money market pressure index were found to be significant indicators of currency crises. Feridun (2008) found that the 1994 and 2000–2001 currency crises are linked with fiscal imbalances, banking sector fragilities, global liquidity conditions, and capital outflows. Ari and Cergıbozkan (2018) analyzed currency crisis episodes in Turkey between 1990 and 2014. They demonstrated that the ratio of bank foreign deposits to total deposits, portfolio investments, and the inflation rate were the key determinants of currency crises, measured by various speculative pressure indices.
The second group of studies addressed the EMP beyond currency crisis episodes. Feridun (2009), who examined the macroeconomic determinants of EMP in Turkey for August 1989 – August 2006, found a causal relationship between banking sector fragility, M2 to international reserves, an overvalued real exchange rate, and EMP. Feridun (2010) also analyzed the relationship between capital reversals and EMP and demonstrated both a short- and long-run causality from capital reversals to EMP. Katircioglu and Feridun (2011) found a unidirectional causality from domestic credits, international reserves, real money supply, budget, and current account balance to EMP. Siklar and Akca (2020) investigated the relationship between the monetary policy and EMP in Turkey, covering the period from January 2002 to December 2018. They found bidirectional causality between the interest rate differential and EMP and unidirectional causality from domestic credit to EMP. However, the interest rate differential and domestic credit had a significant positive effect on EMP. To deepen the knowledge obtained in previous research, this study investigates whether macroeconomic fundamentals and capital flows affect the EMP in Turkey.

3. Model and Data

Eichengreen et al. (1996) argued theoretically that the EMP index should be derived from a structural exchange rate determination model. However, such models have weak explanatory power at short- and medium-term horizons. Hence, in the absence of an empirically valid macroeconomic model, the exchange rate market pressure can be analyzed with an ad hoc approach.

Exchange rate and reserve changes as well as the interest rate differential, which is compatible with the managed floating of EMEs, are also used in the EMP calculations in the literature. In times of depreciation, the use of the interest rate to ensure the stability of the exchange rate in Turkey due to the fear of financial stability (Özdemir, 2020) necessitates including the interest rate differential in the EMP calculations. Thus, similar to the index employed by Aizenman and Binici (2016), a standardized index of three components is used in this study.

\[
empi_t = \frac{\Delta e_t - \mu_e}{\sigma_e} - \frac{\nu_i_t - \mu_i}{\sigma_i} - \frac{\Delta ir_t - \mu_{ir}}{\sigma_{ir}}
\]  

(1)

where \(empi_t\) represents the exchange market pressure index; \(\mu\) and \(\sigma\) denote the mean and standard deviation of the variables, respectively; \(\Delta e_t\) and \(\Delta ir_t\) stand for the annual percentage changes in the nominal exchange rate and international reserves, respectively.\(^4\) While the nominal exchange rate is the USD/TL rate, gold reserves are excluded from the international reserves. \(\nu_i_t\) reflects the nominal interest rate differential, cal-

\(^4\) Aizenman and Binici (2016) used quarterly data and calculated the quarterly percentage change in the exchange rate and international reserves. However, we calculate the annual percentage change of the exchange rate and the international reserves. Since we use monthly data, \(\Delta e_t\) and \(\Delta ir_t\) denote \((e_t - e_{t-12})/e_{t-12}\) and \((ir_t - ir_{t-12})/ir_{t-12}\), respectively.
culated by subtracting US interest rates from Turkish interest rates based on overnight interbank interest rates in both countries.

We constructed the model for estimating the determinants of EMP in Turkey by considering the relevant empirical literature. The following variables are included in the model as potential determinants of EMP: domestic income and inflation, which are used in monetary models to explain exchange rate fluctuations (Civcir, 2003), domestic credit as an indicator of monetary policy stance (Tanner, 2000, 2002), short-term external debt stock that reflects capital flow implications (Aizenman et al., 2012), and the VIX that indicates the global risk appetite (Gevorkyan, 2019). The model estimated for January 2006 – December 2019 is specified as follows:

\[ emp_{it} = \alpha + \beta y_t + \delta \pi_t + \theta crdt_t + \omega std_t + \varphi vix_t + \varepsilon_t \]  

(2)

where \( y_t \) indicates the industrial production index, which is the proxy for domestic income; \( \pi_t \) reflects the consumer price index; \( crdt_t \) denotes the total credit volume of the banking sector; \( std_t \) represents the short-term external debt stock; and \( vix_t \) shows the volatility index. The daily frequency of VIX is converted into monthly frequency based on the last observation in that month. While \( \alpha \) denotes the constant term, \( \varepsilon_t \) indicates the error term. The series showing a seasonal effect are seasonally adjusted employing the Census X-13 method. All explanatory variables are used as annual percentage changes and standardized to eliminate level differences between the series.

The series used in the study were obtained from various databases. Exchange rates, interest rates, the industrial production index (2010=100), and the consumer price index (2010=100) were retrieved from OECD Main Economic Indicators. International reserves were obtained from the IMF International Financial Statistics. The total credit volume of the banking sector was imported from the Banking Regulation and Supervision Authority. Short-term external debt stock was retrieved from the CBRT. The volatility index was obtained from the Chicago Board Options Exchange. Time series plots of the data are shown in Appendix A.

4. Methodology

Various events may cause permanent or temporary changes in a time series. The models that consider parameter variation should be used in the presence of these changes. To this end, MS models are employed to reveal these changes depending on the state variable (Yağcıbaşı & Yıldırım, 2019).

MS models were popularized by Hamilton (1989), who used them for macroeconomic time series. In MS models, because regime switching does not result from a deterministic process, it can be defined as a random variable. Thus, regime switching is defined by the unobservable random variable \( s_t \), called the state or regime variable. Regimes are determined according to the values taken by \( s_t \). The simplest time series
model for this kind of discrete-valued random variable is the Markov chain (Hamilton, 1994).

It is assumed that \( s_t \) takes only an integer value \( \{1, 2, ..., N\} \). The \( Nth \) order Markov chain, which reveals the probability of \( s_t \) being equal to a certain value of \( j \) through its recent value, is expressed in the following equation:

\[
P(s_t = j | s_{t-1} = i, s_{t-2} = k, ...) = P(s_t = j | s_{t-1} = i) = p_{ij}
\]

(3)

Here, the transition probabilities of state \( i \) followed by state \( j \) are represented by \( p_{ij} \). The transition matrix \( P \), for \( NxN \) dimensions is defined as follows under the assumption of \( p_{i1} + p_{i2} + ... + p_{iN} = 1 \) (Hamilton, 1994):

\[
P = \begin{bmatrix}
p_{11} & p_{12} & ... & p_{1N} 
p_{21} & p_{22} & ... & p_{2N} 
\vdots & \vdots & \ddots & \vdots 
p_{N1} & p_{N2} & ... & p_{NN}
\end{bmatrix}
\]

(4)

In the empirical analysis, some parameters proceed on the state, while the rest of the parameters can be regime invariant components of the Markov chain. Krolzig (1997) identifies the regime-dependent parameters with the general MS(\( M \)). Among the MS models, we employed the MSIAH model as this considers full parameter shifts and also allows the variance of the residuals to change across states (Çatık & Önder, 2011).

The MS model is estimated by the maximum likelihood estimator based on the expectation-maximization (EM) algorithm. According to this algorithm, the observed variables are bound up with unobservable stochastic variables. The EM algorithm iteration has two steps: expectation and maximization, respectively. The first step is based on the filtering and smoothing algorithms employing an estimated parameter instead of the unknown true parameter. In this way, smoothed probabilities can be estimated from the unobserved states. In the second step, the estimated parameter is obtained by using the first-order conditions linked with the likelihood function to substitute conditional regime probabilities with smoothed probabilities. The new parameter of the smoothed and filtered probabilities is updated in the following expectation step. Thus, each step raises the likelihood value\(^5\) (Krolzig, 1998).

The model presented in Equation (2) in a linear form can be re-written with the two regime MSIAH model:

\[
\text{emp}_t = \begin{cases}
\alpha_1 + \beta_1 y_t + \delta_1 \pi_t + \theta_1 crdt_t + \omega_1 std_t + \varphi_1 vix_t + \epsilon_t, & s_t = 1, \\
\alpha_2 + \beta_2 y_t + \delta_2 \pi_t + \theta_2 crdt_t + \omega_2 std_t + \varphi_2 vix_t + \epsilon_t, & s_t = 2,
\end{cases}
\]

(5)

In this model, \( s_t \) represents the state variable, which takes an integer value 1 or 2. If \( s_t = 1 \), the low-pressure regime is valid in the foreign exchange market. If \( s_t = 2 \), then the high-pressure regime prevails. All the estimated coefficients of the parameters are highly dependent on \( s_t \).

---

5. Empirical Findings

We analyzed the EMP dynamics in Turkey for two different regimes. Regime 1 represents low-pressure periods in the foreign exchange market, whereas Regime 2 represents high-pressure periods. Table 1 displays the properties and transition matrix of these regimes.

Table 1
*Regime Properties and Transition Matrix*

<table>
<thead>
<tr>
<th>Regime Properties</th>
<th>Observation</th>
<th>Probability</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regime 1</td>
<td>48.0</td>
<td>0.171</td>
<td>24.47</td>
</tr>
<tr>
<td>Regime 2</td>
<td>120.0</td>
<td>0.828</td>
<td>118.01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Transition Matrix</th>
<th>Regime 1</th>
<th>Regime 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regime 1</td>
<td>0.9591</td>
<td>0.0409</td>
</tr>
<tr>
<td>Regime 2</td>
<td>0.0085</td>
<td>0.9915</td>
</tr>
</tbody>
</table>

*Source: Authors’ calculations*

The high-pressure regime covers around three-quarters of the sample period with higher probability and longer duration. The transition matrix shows that the probability of switching from the low- to the high-pressure regime is higher at 4.09% than vice versa at 0.85%. Figures 1–3 show the EMP index calculated for Turkey based on Equation (1) and regime probabilities.

Figure 1
*EMP Index*
Figure 2

*Regime 1 Probabilities*
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Figure 3

*Regime 2 Probabilities*

![Figure 3](image)

*Source: Authors’ calculations*

Figure 2 shows that the low-pressure regime prevailed in Turkey prior to the GFC. The low-pressure reflects a period of large capital inflows to the Turkish economy due to the declining risk premium. When the effects of the GFC emerged in the third quarter of 2008, the foreign exchange market shifted to the high-pressure regime, as indicated in Figure 3. During this period, when the implications of the GFC and the Euro debt crisis were felt severely, the CBRT adopted the exchange rate as one of its intermediate variables under its new policy mix. As shown in Figure 1, the decrease in EMP since the end of 2012 reflects the efforts to reduce the sudden stop risk with both macro-prudential tools and traditional policy instruments. However, the high-pressure regime persisted despite the decline in pressure.

In May 2013, the taper talk (Bernanke, 2013) that strengthened tighter monetary policy expectations led to notable capital flight from Turkey, similar to many EMEs. The sharp depreciation in the exchange rate after the taper talk confirms that the increase in pressure became clear after the second half of 2013. During this period, the exchange rate stability achieved by higher interest rates and the use of international re-
serves was interrupted by a series of domestic and external shocks. After the exchange rate shock of August 2018, EMP reached its peak in the sample period. After this date, the low-regime prevailed for a short time due to the decrease in pressure.

Before proceeding to the estimation results regarding the determinants of EMP, it is necessary to review the findings of the linearity test. The validity of the linear model was analyzed with the likelihood ratio (LR) linearity test, which shows that the linear model is not valid. Furthermore, the comparison of the Akaike information criterion (AIC) and log-likelihood values of the nonlinear and linear models confirms the two-regime MSIAH model (Çatık & Önder, 2011; Baharumshah et al., 2017).

Table 2
Estimation Results

<table>
<thead>
<tr>
<th>Regime 1 (Std. Error: 0.511)</th>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a$</td>
<td>-2.822***</td>
<td>0.133</td>
<td>-21.199</td>
</tr>
<tr>
<td></td>
<td>$y_t$</td>
<td>-0.930***</td>
<td>0.178</td>
<td>-5.221</td>
</tr>
<tr>
<td></td>
<td>$\pi_t$</td>
<td>0.623***</td>
<td>0.125</td>
<td>4.952</td>
</tr>
<tr>
<td></td>
<td>crdt$_t$</td>
<td>0.219**</td>
<td>0.089</td>
<td>2.454</td>
</tr>
<tr>
<td></td>
<td>std$_t$</td>
<td>-0.337***</td>
<td>0.110</td>
<td>-3.050</td>
</tr>
<tr>
<td></td>
<td>vix$_t$</td>
<td>-0.003</td>
<td>0.007</td>
<td>-0.050</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Regime 2 (Std. Error: 0.615)</th>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a$</td>
<td>1.211***</td>
<td>0.065</td>
<td>18.558</td>
</tr>
<tr>
<td></td>
<td>$y_t$</td>
<td>-0.107</td>
<td>0.079</td>
<td>-1.359</td>
</tr>
<tr>
<td></td>
<td>$\pi_t$</td>
<td>0.262***</td>
<td>0.073</td>
<td>3.589</td>
</tr>
<tr>
<td></td>
<td>crdt$_t$</td>
<td>1.068***</td>
<td>0.140</td>
<td>7.625</td>
</tr>
<tr>
<td></td>
<td>std$_t$</td>
<td>-0.887***</td>
<td>0.081</td>
<td>-10.880</td>
</tr>
<tr>
<td></td>
<td>vix$_t$</td>
<td>0.226**</td>
<td>0.096</td>
<td>2.354</td>
</tr>
</tbody>
</table>

LR Linearity Test: 316.359

<table>
<thead>
<tr>
<th></th>
<th>Nonlinear model</th>
<th>Linear model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log-likelihood</td>
<td>-160.933</td>
<td>-319.113</td>
</tr>
<tr>
<td>AIC</td>
<td>2.106</td>
<td>3.882</td>
</tr>
</tbody>
</table>

Note. *** , ** , and * indicate significance at 1% , 5% , and 10% , respectively.

Source: Authors’ calculations
The coefficients of Regime 1 reveal that all explanatory variables except VIX are statistically significant. During periods of low-pressure, rising inflation and credit growth increase the pressure, whereas increasing domestic income and short-term external debt ease the pressure. VIX has no significant impact on EMP. On the other hand, the coefficients of Regime 2 indicate that the effect of VIX becomes significant, whereas the effect of domestic income becomes insignificant. In the high-pressure regime, the increasing inflation, acceleration of credit growth, the rising VIX, and the fall of short-term external debt strengthen the pressure. Furthermore, the magnitude of variables, which are significant in both regimes, differ. In the high-pressure regime, the coefficient of credit and short-term external debt is higher, whereas inflation is lower. The high coefficients of credit growth and short-term external debt compared to other determinants illustrate their key effect on EMP in the high-pressure regime.

Domestic income and inflation are among the explanatory variables of monetary models established to understand exchange rate movements. In the monetary exchange rate models, an increase in the expected domestic price level and a decrease in domestic income are expected to reduce demand for the domestic currency, thereby increasing depreciatory pressure (Frankel, 1979). Table 2 shows that the effect of domestic income on EMP is negative in the low-pressure regime, while the effect is insignificant in the high-pressure regime. According to the Mundell–Fleming model, increasing real income worsens the trade balance through the import channel and requires a rise in the nominal exchange rate to restore equilibrium (Civcir, 2003). The insignificant effect of domestic income in the high-pressure regime may be attributed to the negative effect of the domestic income on the nominal exchange rate disappearing with the trade balance effect. On the other hand, inflation has a significant and positive impact on EMP in both regimes. This finding highlights the importance of price stability for EMP.

However, according to Tanner (2002), the interest rate is an ex-ante indicator that reflects the intentions of monetary authorities, whereas domestic credit indicates the ex-post monetary policy stance. An expansionary monetary policy shock that manifests itself in increasing credit growth causes a depreciation of the domestic currency under a flexible exchange rate regime but a loss of international reserves under a fixed exchange rate regime (Gochoco-Bautista & Bautista, 2005; Samba, 2018). The positive sign of domestic credit growth in the high-pressure regime confirms that expansionary policies shaped by the economic growth preferences of policy authorities increase the pressures on the exchange market.

Aizenman et al. (2012) suggest that gross short-term external debt reflects “hot money” flows. In times of capital outflows and deleveraging, foreign currency demand increases. EMEs accommodate the deleveraging by using their international reserves due to the balance sheet implications rather than allowing the exchange rate to depreciate. As displayed in Table 2, the fall of short-term external debt increases EMP in both regimes. This illustrates the critical role of capital flows for the EMP dynamics and monetary policy in Turkey (Özatay, 2016).
The carry trade literature asserts a relationship between carry trade flows and VIX (Rey, 2013). Forbes and Warnock (2012) also demonstrated that gross capital inflows are linked with decreasing VIX. Thus, when the course of VIX is high and volatile, EMP is expected to increase (Gevorkyan, 2019). Similarly, our findings show that VIX has a significant and positive impact on EMP in the high-pressure regime. In other words, tightening global liquidity conditions strengthens the pressure in the foreign exchange market.

We performed a robustness check by changing the EMP index and the model. EMP was recalculated by subtracting the interest component from Equation (1) and adding the interest rate differential to the right side of Equation (2). The regime probabilities and the estimated coefficients of the high-pressure regime remained largely consistent with the original findings. Moreover, the effect of interest rate differential on EMP is insignificant in the low-pressure regime, while the effect is negative in the high-pressure regime. This implies that the interest rate determines EMP only in the high-pressure regime.

6. Conclusion

Exchange rate fluctuations can have distorting effects on macroeconomic stability in EMEs. Low credibility and vulnerabilities may lead to long-lasting pressure on their currencies. Despite being floaters, they step into the foreign exchange market due to fear of floating and sudden stop risks. In these countries, identifying the pressure in the foreign exchange market and its determinants is important for developing appropriate policy responses. To this end, this study investigated the EMP dynamics in Turkey using the MS model for January 2006 – December 2019.

Our findings show that there are two regimes in the Turkish foreign exchange market, characterized as low- and high-pressure periods. The domination of the high-pressure regime in the sample period indicates that depreciation pressure prevails in the Turkish foreign exchange market. The high-pressure regime, which switched with the GFC, persisted for a long time due to the taper tantrum. During this period, the pressure was exacerbated by a series of domestic and external shocks.

The estimation results show that the behavior of some variables is asymmetric. The negative effect of domestic income on EMP is significant in the low-pressure regime, whereas VIX has a significant effect in the high-pressure regime. Moreover, the magnitudes of variables, which are significant in both regimes, differ. In the high-pressure regime, the coefficient of credit and short-term external debt is higher, whereas inflation is lower. This suggests that credit growth and capital flows become more important in determining pressure in times of depreciation.

---

6 Robustness check results are presented in Appendix B and Appendix C.
The findings demonstrate that inflation, credit growth, short-term external debt, and VIX play determining roles in the high-pressure regime. A rise in inflation, acceleration of credit growth, the increasing VIX, and decreasing short-term external debt strengthen pressure in the Turkish foreign exchange market. Thus, in the presence of capital flows, the preferences of policy authorities regarding price stability and growth determine the course of the pressure. When these policy choices favor credit-driven growth, the depreciation pressure in the foreign exchange market is exacerbated through the current account deficit.
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Appendix B
EMP Index and Regime Probabilities (Robustness Check)

Figure B1
EMP Index (ommitted)

Figure B2
Probabilities of Regime 1 (Low-Pressure Regime)

Figure B3
Probabilities of Regime 2 (High-Pressure Regime)

Source: Authors’ calculations
Appendix C

Table C1
Estimation Results (Robustness Check)

<table>
<thead>
<tr>
<th>Regime 1 (n: 55.4, Prob.: 0.259, Duration: 18.18, Std. Error: 0.616)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>$a$</td>
</tr>
<tr>
<td>$y_t$</td>
</tr>
<tr>
<td>$\pi_t$</td>
</tr>
<tr>
<td>$crdt_t$</td>
</tr>
<tr>
<td>$std_t$</td>
</tr>
<tr>
<td>$vix_t$</td>
</tr>
<tr>
<td>$\nabla i_t$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Regime 2 (n:112.6, Prob: 0.740, Duration: 51.86 Std. Error: 0.556)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>$a$</td>
</tr>
<tr>
<td>$y_t$</td>
</tr>
<tr>
<td>$\pi_t$</td>
</tr>
<tr>
<td>$crdt_t$</td>
</tr>
<tr>
<td>$std_t$</td>
</tr>
<tr>
<td>$vix_t$</td>
</tr>
<tr>
<td>$\nabla i_t$</td>
</tr>
</tbody>
</table>

LR Linearity Test: 194.403
Chi (8) = (0.000)***
Chi (10) = (0.000)***

<table>
<thead>
<tr>
<th></th>
<th>Log-likelihood</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonlinear model</td>
<td>-162.695</td>
<td>2.151</td>
</tr>
<tr>
<td>Linear model</td>
<td>-259.896</td>
<td>3.189</td>
</tr>
</tbody>
</table>

Note. *** , **, and * indicate significance at 1%, 5%, and 10%, respectively.
Source: Authors’ calculations