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Summary. Building an open-domain dialog system is a challenging task in current research. In order to successfully maintain a conversation with human, a dialog system must develop many qualities: being engaging, empathetic, show a unique personality and having general knowledge about the world. Prior research has shown that it is possible to develop such chat-bot system that combines these features, but this work explores this problem further. Most state-of-the-art dialogue systems are guided by unstructured knowledge such as Wikipedia articles, but there is a lack of research on how structured knowledge bases can be used for open-domain dialogue generation. This work proposes usage of structured knowledge base ConceptNet for knowledge-grounded dialogue generation. Novel knowledge extraction algorithm is proposed which is then used to incorporate knowledge into existing dialogue datasets. Current state-of-the-art model BlenderBot is finetuned on new datasets which shows improvement in novelty of utterances generated by the model.
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1 Introduction

Dialogue systems, or chatbots, are highly popular nowadays in various fields such as commerce, education, entertainment, finance, health, etc. Most chatbots are accessed on-line via website popups or through virtual assistants and can quickly provide answers for frequently asked questions and help navigate on a hosted web-site.
This kind of chatbots are domain-specific and are not able to maintain a conversation in open domain which is a natural requirement for such cases as virtual assistants (e.g. Amazon Alexa), AI politicians [11], mental health chatbots [21] or any kind of bot that involves continues conversation on general topics.

Current state-of-the-art open-domain chatbots are able to demonstrate personality [26], knowledge [5], empathy [15] and combine all these abilities together [17]. This work focuses on incorporating knowledge into a dialogue system that already has developed aforementioned qualities. In particular, structured knowledge base ConceptNet [20] is used for guiding dialogue generation. ConceptNet was already used in dialogue systems during previous research [24, 25, 27], but most of these researches are focused just on using knowledge in isolation rather than combining knowledge with other features.

This work introduces knowledge extraction algorithm which is used for adding knowledge to training dataset and to interlocutor messages during inference. BlenderBot [17] is used as baseline architecture for the model and is trained on knowledge augmented data. Such knowledge-enhanced version outperforms vanilla version of the model in terms of BLEU [13], ROUGE [10], diversity [9].

2 Methodology

2.1 Baseline

BlenderBot [17] model has been chosen as a baseline model for chatbot. Authors have two different versions of the model: generative and retrieve-and-refine [23]. Generative version showed better results, so they released this version. Therefore, BlenderBot will be referred to as its generative variant further in this paper.

BlenderBot is a seq2seq transformer [22] which main power is in the data it is fine-tuned on. Originally, it was pre-trained on 1.5B training examples from Reddit [1] and fine-tuned on the combination of following datasets: ConvAI2 [6], Empathetic Dialogues (ED) [15], Wizard Of Wikipedia (WoW) [5] and Blender Skill Talk (BST) [19]. In Section 3, these datasets will be referred to as "original".
2.2 Knowledge extraction and datasets augmentation

As Blenderbot is finetuned on these datasets without any explicit knowledge guidance, it can hallucinate knowledge that is implicitly saved in the model weights. To address this problem, this work proposes explicit knowledge guidance with knowledge extracted from ConceptNet [20]. ConceptNet is a knowledge graph that connects words and phrases of natural language (terms) with labeled edges (relations). Each <term, relation, term> triple is referred to as an assertion.

Each sample in aforementioned datasets is input message labeled with answer to that message. To incorporate knowledge in the dataset, each input message is appended with associated assertions which were extracted using custom knowledge extraction algorithm:

Algorithm 1 Retrieving assertions from message

Input: message, k  
Output: assertions

1: for each sentence ∈ message do
2: Encode sentence into vector
3: for each token ∈ sentence do
4: Find all assertions for token in ConceptNet  
5: Encode all assertions into vectors
6: Find cosine similarities between assertions vectors and sentence vector
7: Leave only top N similar assertions
8: end for
9: end for

Steps of the developed algorithm are described below:

1. Given a dialogue message, it is splitted into sentences by sentence segmentation strategy. During dialogue it’s not common to have complex sentence boundaries, that is why simple segmentation strategy that splits sentences by punctuation (.,!? is used.

2. Each sentence is transformed into vector by sentence embedding model. Sentence embedding model is a neural network that converts sentences into vector representation in such a way that semantically similar sentences are close in vector space. It was decided to use Sentence-BERT model [16] for this step as it outperforms analogues models in this task.
3. Each sentence is tokenized, i.e. split into words or group of words. Group of words are more correct in cases when these words form an contextually meaningful expression, e.g. “best man”, “flying colors”, “The Great Wall”. In order to properly retrieve tokens, tokenizer algorithm and dependency parser [4] are used. Dependency parser builds a dependency tree which describes relationships between words in a sentence.

4. Each token is lemmatized and queried into the ConceptNet retrieving all assertions (<subject, relation, object>) connected to that token. These assertions compose main knowledge for each token, but there can be too much of them for inputting to the generative model. That is why it is necessary to filter them.

5. All assertions can be represented as small sentences (e.g. A net is used for catching fish), therefore they are vectorized using the same sentence embedding model from step 2.

6. Cosine similarity score is calculated between sentence vector and all assertions vectors. All assertion vectors are ranked by similarity to sentence vector.

7. Only top $k$ (where $k$ is specified input parameter) similar assertions are added to the final assertions set.

Therefore, knowledge guided versions of four original datasets described in Section 2.1 were created using Algorithm 1. In Section 3, newly created datasets are marked as “with assertions”. Knowledge extraction is also used during real time conversation with new model. Assertions are extracted from user’s message and appended to input of the model, conditioning output not only on the user’s sentence, but on explicit knowledge. Current state-of-the-art model BlenderBot was finetuned on these new datasets to check hypothesis that general knowledge could improve performance of the dialog system.

2.3 Evaluation Metrics

Following evaluation metrics are used to evaluate the quality of generated responses: Perplexity (PPL) [18], BLEU [13], ROUGE [10] are used for measuring novelty, relevance and repetitiveness; Distinct-1, Distinct-2 [9] are used for diversity.

Perplexity explicitly measures the model’s ability to account for the syntactic structure of the dialogue (e.g. turn-taking) and the syntactic
structure of each utterance (e.g. punctuation marks). In dialogue, the
distribution over the words in the next utterance is highly multi-modal,
e.g. there are many possible answers, which makes perplexity particularly
appropriate because it will always measure the probability of regenerating
the exact reference utterance.

Distinct is an algorithm for evaluating the textual diversity of the
generated text [9]. Distinct-n is calculated as the number of distinct n-grams
divided either by total number of words across all generations (inter) or by
number of words only within one sentence (intra). The larger the number
of distinct n-grams, the higher the diversity of the generated text. This is
useful in dialogue evaluation context as it can help to prove or reject the
hypothesis that retrieved knowledge can help the model to be more diverse.

3 Experiments

BlenderBot model was released in 3 different sizes of parameters: 90M,
2.7B, 9.4B. Blenderbot implementation as well as all used datasets are
provided by ParlAI framework [12]. Initial experiments are performed on
the smallest model, but starting from Section 3.3, 2.7B version of the model
will be used.

All algorithms and models used in experiments were implemented in
Python programming language. Spacy [8] along with nltk [3] libraries were
used for various text preprocessing operations: sentence segmentation,
tokenization, dependency parsing, lemmatization. NetworkX [7] was used
for performing operations with ConceptNet knowledge graph. All deep
learning models are implemented with help of PyTorch [14].

90M model was fine-tuned using GeForce RTX 3070 GPU with 8 GB of
video memory. 2.7B version of the model was trained using cluster with
2 V100 with total of 64 GB video memory.

3.1 Datasets performance comparison

Two fine-tuning sessions of the BlenderBot were ran during this initial
experiment. First, it was necessary to reproduce results of the baseline
paper[17] and finetune BlenderBot on original dataset described in Section
2.1. Second, BlenderBot was fine-tuned on newly created datasets with
assertions specified in Section 2.2. Model was trained in multi-task fashion,
meaning that during training there is an equal probability to have sample
from all of the used datasets (WoW, BST, ConvAI2) in a batch. During results estimation original validation split was used for each dataset. Results of the finetuning are provided in Table 1.

**Table 1.** Novelty (lower better) and Diversity (higher better) of Generative Blenderbot 90M trained on different datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>PPL</th>
<th>BLEU-1</th>
<th>ROUGE-1</th>
<th>InterDISTINCT-1</th>
<th>IntraDISTINCT-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>BST</td>
<td>16.1</td>
<td>0.1187</td>
<td>0.1654</td>
<td>0.0432</td>
<td>0.8263</td>
</tr>
<tr>
<td>BST (With assertions)</td>
<td>16.18</td>
<td>0.1201</td>
<td>0.1655</td>
<td>0.0432</td>
<td>0.8209</td>
</tr>
<tr>
<td>ConvAI2</td>
<td>12.66</td>
<td>0.1460</td>
<td>0.1819</td>
<td>0.0261</td>
<td>0.8486</td>
</tr>
<tr>
<td>ConvAI2 (With assertions)</td>
<td>13.34</td>
<td>0.1465</td>
<td>0.1818</td>
<td>0.0266</td>
<td>0.8363</td>
</tr>
<tr>
<td>Wizard of Wikipedia</td>
<td>18.72</td>
<td>0.1450</td>
<td>0.1931</td>
<td>0.0610</td>
<td>0.8322</td>
</tr>
<tr>
<td>Wizard of Wikipedia (With assertions)</td>
<td>17.23</td>
<td>0.1327</td>
<td>0.1768</td>
<td>0.0543</td>
<td>0.8424</td>
</tr>
</tbody>
</table>

Results show that there is no significant improvement on BST and ConvAI2 datasets, but perplexity and novelty are better when measured on Wizard of Wikipedia dataset. Reason for this can be due to the fact that WoW dataset contains a lot of factoids and having explicit knowledge in the input can help to model dependencies between utterance and general knowledge.

### 3.2 Increasing model size

Because of previous results, it was hypothesized that the size of the model (90M) does not allow to capture complex relationships between input data and extracted knowledge. It was decided to repeat previous experiment with 2.7B parameter model. Results provided in Table 2 show difference of BlenderBot sizes trained both on original datasets and datasets with assertions. Each metric value shown in the table is an average of value measured on all used datasets (e.g. perplexity is first measured on validation split of BST, ConvAI2, WoW, then averaged and show in the table).

Results show that increasing model size indeed increases difference between model trained on original data and model trained on knowledge enhanced data. BlenderBot 2.7B showed best results in both BLEU and ROUGE while fine-tuned on dataset with assertions.
Table 2. Comparison of different sizes of BlenderBot

<table>
<thead>
<tr>
<th>Model</th>
<th>PPL</th>
<th>BLEU-1</th>
<th>ROUGE-1</th>
<th>InterDISTINCT-1</th>
<th>IntraDISTINCT-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>BlenderBot 90M</td>
<td>15.82</td>
<td>0.1365</td>
<td>0.1801</td>
<td>0.0434</td>
<td>0.8357</td>
</tr>
<tr>
<td>BlenderBot 90M (with assertions)</td>
<td>15.58</td>
<td>0.1331</td>
<td>0.1747</td>
<td>0.0413</td>
<td>0.8332</td>
</tr>
<tr>
<td>BlenderBot 2.7B</td>
<td>9.09</td>
<td>0.1474</td>
<td>0.1974</td>
<td>0.0295</td>
<td>0.8952</td>
</tr>
<tr>
<td>BlenderBot 2.7B (with assertions)</td>
<td>10.55</td>
<td>0.1279</td>
<td>0.1719</td>
<td>0.0264</td>
<td>0.9108</td>
</tr>
</tbody>
</table>

3.3 ConceptNet filtering

In order to improve quality of knowledge appended to datasets the knowledge base was filtered. ConceptNet contains a lot of infrequent relations which are hard to learn and often overspecific, and hence not useful for establishing high quality relations and paths between concepts. Therefore, a subset of the knowledge base that contains all assertions of the 13 most frequent relations is extracted: RelatedTo, HasContext, IsA, FormOf, UsedFor, SimilarTo, AtLocation, HasSubevent, HasPrerequisite, CapableOf, Causes, MannerOf, PartOf.

Now, when knowledge base contains small amount of possible relations, it is possible to convert each relation into a fixed special token (e.g. RelatedTo) instead of treating it as a pure text. During this experiment original datasets where augmented in a similar way as described in Section 2.2, but filtered version of ConceptNet is used. BlenderBot was fine-tuned on a new dataset containing these special tokens. Performance of BlenderBot fine-tuned on original dataset, on unfiltered datasets with assertions and on datasets with special tokens are compared in the Table 3.

Table 3. Comparison of different versions of BlenderBot 2.7B

<table>
<thead>
<tr>
<th>Model</th>
<th>PPL</th>
<th>BLEU-1</th>
<th>ROUGE-1</th>
<th>InterDISTINCT-1</th>
<th>IntraDISTINCT-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>BlenderBot 2.7B (original)</td>
<td>9.09</td>
<td>0.1474</td>
<td>0.1974</td>
<td>0.0295</td>
<td>0.8952</td>
</tr>
<tr>
<td>BlenderBot 2.7B (with assertions)</td>
<td>10.55</td>
<td>0.1279</td>
<td>0.1719</td>
<td>0.264</td>
<td>0.9108</td>
</tr>
<tr>
<td>BlenderBot 2.7B (with special tokens)</td>
<td>10.31</td>
<td>0.1276</td>
<td>0.1717</td>
<td>0.0265</td>
<td>0.9007</td>
</tr>
</tbody>
</table>
3.4 Dialogue Generation

Performance of the proposed method was measured with automated metrics, but also it was possible to see dialogues generated by the model via self-chat technique: during self-chat, two independent objects of the same model were created and tasked to generate responses to one another. Examples of dialogues generated by model trained on original data and by model trained on data with assertions are shown in Figures 1 and 2 respectively. Both dialogues have the same initial sentence (“Hi, how are you?”) and persona context (initial information about the bot: “I am a senior citizen, I like to read”) in order to be able to directly compare generated utterances.

<table>
<thead>
<tr>
<th>Bot #1: Hi, how are you?</th>
<th>Bot #2: I’m doing well. How about you? What do you like to do in your free time?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bot #1: I’m good. Reading is one of my favorite things to do. Do you like reading?</td>
<td>Bot #2: Yes, I do. I like to read fiction and non-fiction. What is your favorite genre?</td>
</tr>
<tr>
<td>Bot #1: I like historical fiction. It’s a mix of real events and fictional ones.</td>
<td>Bot #2: What is the name of the documentary? I would love to watch it. I have never heard of it.</td>
</tr>
</tbody>
</table>

Figure 1. Example self-chat of BlenderBot 2.7 fine-tuned on original data

<table>
<thead>
<tr>
<th>Bot #1: Hi, how are you?</th>
<th>Bot #2: I’m doing well. How about you? What do you like to do in your free time?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bot #1: I’m good. Reading is one of my favorite things to do. Do you like reading?</td>
<td>Bot #2: Yes, I do. I like to read fiction and non-fiction. What is your favorite genre?</td>
</tr>
<tr>
<td>Bot #1: I’m a big fan of science fiction. My favorite author is Isaac Asimov.</td>
<td>Bot #2: I have never read any of his books, but I have heard of him. He was born in 1948, right?</td>
</tr>
</tbody>
</table>

Figure 2. Example self-chat of BlenderBot 2.7 fine-tuned on data with assertions

These examples are cherry-picked so they cannot be a proper indication of the results, but as it can be seen from the comparison of these dialogues, second (Figure 2) dialogue seems more meaningful. During first dialogue, bot#2 asks “What is the name of the documentary?” after the sentence “I like historical fiction” which seems like not an appropriate reaction.

4 Conclusion

Dialogue systems that are able to use knowledge about the world while having another conversational qualities are studied during this work. A
A novel knowledge extraction algorithm was developed in order to augment existing dialogue datasets and fine-tune state-of-the-art chatbot model BlenderBot. During a comparison of original model and proposed model, results showed that model trained on knowledge augmented dataset tends to generate more novel (0.128 in BLEU, 0.172 in ROUGE-1) responses. Although there are no significant changes in diversity (0.91 in IntraDISTINCT for augmented BlenderBot vs 0.89 for original BlenderBot). Current results can be improved by replacing knowledge extraction algorithm with more complex approach (e.g. predicting knowledge paths [2]), increasing model size or changing model architecture [25].
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